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This paper describes a computational model of modern natural language syntax in which syn-
tactic structures are defined as descriptions or traces of sensorimotor operations. The syntactic
structure of a sentence describing a concrete state or event (e.g. There is a dog in the garden or
The man grabbed a cup) is characterised as a trace of the sensorimotor processes which occur in
an agent who directly witnesses it, by observing it or participating in it. The model of syntax is
therefore closely grounded in a model of sensorimotor cognition. The model is relevant to work
on language evolution, because it provides one way of fleshing out an account of how a language
faculty could have evolved as a genetic adaptation of pre-existing sensorimotor capacities.

My system performs a task similar to the L0 task (Feldman et al., 1996). An agent with
perceptual capabilities is given a set of situations to observe, each accompanied by a sentence
describing it, and must learn to generate appropriate sentences for similar situations. The agent
processes each situation using a sensorimotor mechanism consisting of several different interact-
ing components. Each of these components generates a side-effect of its operation at a linguistic
level of representation. The architecture of the perceptual mechanism imposes a (partial) or-
der on these side-effects, which can be construed as encoding certain aspects of the syntactic
representation of the sentence to be expressed.

The syntactic framework adopted in the model is a version of Government-Binding (GB)
theory (Chomsky, 1981), as extended by Pollock (1989) and Koopman and Sportiche (1991). In
this theory, sentences have a deep syntactic structure (DS), from which a surface structure (SS) is
derived by movement operations. In my model, the DS of a sentence is directly encoded by the
side-effects of sensorimotor operations. Movement operations between DS and SS are (partly)
unconstrained; agents have to learn appropriate mappings from exposure to training sentences,
using a recurrent neural network architecture similar to that given by Chang (2002).

The sensorimotor model is an integration of several recent biologically-inspired models of
object and action recognition (Riesenhuber and Poggio, 1999; Giese, 2000), visual attention (Itti
and Koch, 2000) and motor control (Wolpert and Kawato, 1998). It focuses on the idea that
the perception of a ‘sentence-sized event’ involves a sequence of transitions between different
attentional states, each of which generates a distinctive side-effect in a medium for assembling
linguistic representations. For instance, the perceptual process underlying the sentence The man
grabbed the cup begins with an action of re-attention to an object already encountered, imple-
mented as the reactivation of an existing object file for the man in question (Kahneman et al.,
1992). This then triggers (in parallel) a representation of the man’s local environment in a frame
of reference centred on the man, and a mechanism for biological motion detection. These two
events in turn jointly trigger identification of the action and identification of the target object.
The DS structure of this sentence can be reinterpreted quite neatly as an encoding this partially
ordered sequence of sensorimotor operations. Each syntactic position in the DS tree denotes one
operation. The basic right-branching structure of the tree encodes the sequential dependencies
between operations. For instance, subject ([Spec,IP]) position denotes the initial action of atten-
tion of the sentence, which precedes the creation of an agent-centred frame of reference, denoted
by the structurally lower AgrOP position. The possibility of constituent movement arises from
partial orderings between operations. For instance, the operation denoted by [Spec,IP] is also de-
noted by the VP-internal subject position [Spec,VP], because it also has a role in triggering the
biological motion recognition system, which is denoted by V. Whether the subject NP appears at
[Spec,IP] or [Spec,VP] in SS structure is a learnable parameter.

In summary, the paper presents a novel interpretation of Chomsky’s distinction between DS
and SS structures, characterising DS as a direct encoding of sensorimotor processing, and the
transition from DS to SS as a learnable mapping from this encoding to surface word order.
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