Gary Lupyan and James L. McClelland

Carnegie Mellon Department of Psychology, and the Center for the Neural Basis of 

Cognition

glupyan@cnbc.cmu.edu

Why Irregulars Make Sense: Simulating the Emergence of Exceptions.


The present work explores the property of quasi-regularity in language and relates it to compositionality and holism in language evolution.  The English past tense is a good example of a quasi-regular domain, in that many of the irregular verbs share characteristics with regular items.  Among high-frequency exceptions in particular, several have the regular /d/ or /t/ ending but with either a reduction of the vowel (did, said) or a deletion of a stem consonant (had, made).  The tendency to adhere to the phonology characteristic of the regular forms suggests that so-called irregular verbs reflect a joint influence of the systematic past-tense pattern captured in fully regular items together with a pressure to be short or simple.  In the present work, we adapt familiar neural network formalisms to show how quasi-regular forms arise if the phonological content of word forms are constrained (a) to support accurate 

communication of the word's meaning and (b) to be simple.  The simulations provide a framework employing distributed representations and graded constraints, which may provide a useful basis for investigating language structure and language change.  


The present work attempts to provide a functionalist view for morphological irregularity contrary to the standard view of "irregular alternations [being], by definition, functionless" (Greenberg, 1957, p. 65).  Namely, morphological irregularity may arise to reduce the phonological complexity of frequent words.  We draw on the optimality theory approach of Burzio (2002) and the framework of minimum-description length (Zemel & Hinton, 1994) to study how phonology changes over time.


Among questions addressed by the present work is why, cross-linguistically, the most frequent words that are morphologically irregular.  We argue that this is because production costs are greatest for frequent words---these are the words for which the costs have to be paid most often.  We formalized this notion by adopting the framework of minimum-

description length.  Given the goal of communicating a message from one individual to another through a sequence of phonemes, we can express the sending/receiving cost of various messages as the sum of two terms: the phonological cost---paid to generate or perceive the phonological form, and the reconstruction error---the ease or difficulty of recovering the semantics from the phonology.  Compositionality (morphological regularity) minimizes the reconstruction error by, for instance, predictably associating an affix with a  semantic notion of pastness.  On the other hand, quasi-regular morphology increases the reconstruction error, but can minimize the phonological cost by pushing the word to a simpler phonological representation.  The reconstruction cost constrains the changes to phonology such that words can only change over time insofar as the changed forms will be understood by the other speakers of the language.  As part of the current work, we explored how a "community" of speakers can implement such a constraint.  Neural networks faced with these 

pressures, mirror the types of changes seen in natural language.
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