Gary Lupyan

Carnegie Mellon Department of Psychology, and the Center for the Neural Basis of 

Cognition

glupyan@cnbc.cmu.edu

Language is Not Just for Talking: How Linguistic Labels Help in Representing the World.


In addition to its communicative functions, there is both intuitive agreement and much experimental evidence that language shapes thought (Bowerman & Levinson, 2001). Language allows us to form complex chains of thoughts (Carruthers, 2002; Varley, 1998) and it facilitates retrieval of items from memory (Malt, et al. 2003).  There are recent suggestions that experience with natural language is crucial to forming a theory of mind (de Villiers & de Villiers, 2000), perhaps through its reliance on perspective-taking (MacWhinney, submitted).


The present work argues that an important force in language evolution was the emergence of symbolic reference for the purpose of forming conceptual representations.  Instead of assuming that early words emerged for communication, I propose words (category labels) first emerged for the purpose of categorizing entities and events independently of their perceptual properties, allowing humans to form robust representations of domains that are poorly structured in perceptual space.  Crucially, this view does not require early words to be part of a shared system of communication, and so avoids the difficulty faced by any adaptationist account of communication---the low utility of a communication system at a point when few individuals can make use of it. The hypothesis that words serve as "conceptual placeholders" means that _an individual_ making use of such symbols (whether through biological or cultural evolution) can be benefited by a type of private language, which may have in turn bootstrapped the development language for communication. In effect, the current work makes the case that category labels serve to bind features and enable one to infer properties about a given scene based on other exemplars which share the same category label.  If this is the case, labels should be particularly useful in noisy domains, and in forming categories that require extraction of higher-order correlations.


To investigate this hypothesis, feedforward neural networks were trained to map a series of input vectors to identical output vectors (auto-association), and in "cleaning up" noisy exemplars.  The inputs were organized into categories organized around several prototypes.  Label conditions associated each exemplar with a category label.  The simulation results confirmed the hypotheses.  Labels were particularly useful for cleaning up noisy exemplars, and for forming representations of exemplars organized into non-linearly-separable categories.  Networks that were trained with labels outperformed the no-label ones _even when the labels were not presented at test_.  Conversely, labels were not helpful in forming efficient representations when the networks were able to rely solely on the perceptual properties of the stimuli.


These results speak to the controversy surrounding the study of language-thought relations.  Proponents of linguistic relativity (e.g., Boroditsky, 2001) have argued that languages shape thought by highlighting and downplaying certain dimensions.  Critics argue that these  effects are limited to linguistic tasks, and are dissociable from tasks not mediated by language (e.g., Munnich & Landau, 2003).  Recent studies, however, suggest that language plays a central role in numerous tasks that have little to do with communication, suggesting that without language, it may be extremely difficult, or impossible to represent concepts such as "to the left of the blue wall" Hermer-Vasquez et al. (1999) or "thirty-nine" (Spelke & Tsivkin, 2003).  I argue that domains that are heavily dependent on perceptual information may indeed be independent and dissociable from language (although see Davidoff, 2001), but being able to attach a word to a category may in some cases be required for representation of the category.
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