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All human languages show the character-
istics of Zipf’s law (Zipf, 1949). This law
is the observation that the frequency with
which words occur decays as a power law of
their rank. If words are decreasingly ordered
based on their frequency, the frequency f(k)
of a word with rank £ is given by f(k) o< k¢,
where v =~ 1. Zipf explains the emergence
of his law using the principle of least effort;
speakers want to minimise the effort for pro-
ducing utterances, and hearers want to min-
imise the effort of understanding them. This
principle seems to hold at various levels, such
as the phonological and the lexical level (Fer-
rer i Cancho and Solé, 2003).

In this paper, I show how Zipf’s law can
emerge through a tendency to minimise the
effort in categorising perceptual features. I
do not claim that this is the only bias at
work; other biases, such as influences taken
from the environment and discourse models,
have shown a tendency toward Zipfian dis-
tributions as well (Tullo and Hurford, 2003).
However, the principle of least effort — on
which the findings in this paper are based
— appears to be sound (Ferrer i Cancho and
Solé, 2003).

The data presented in this paper are
drawn from robotic experiments that have
been carried out at the end of the past cen-
tury, e.g., (Vogt, 2000). In these experi-
ments, two mobile robots developed a shared
lexicon from scratch of which the words’
meanings were grounded by the robots’ in-
teractions with the environment. The ex-
periments were based on adaptive language
games (Steels, 1996) in which a speaker pro-
duces an utterance, which the hearer tries
to interpret. During the experiments, the
robots developed categories (meanings) in a
number of conceptual spaces that had vari-
ous levels of granularity, but were spanned
by the same quality dimensions (percep-
tual feature dimensions). Thus, sparsely
filled conceptual spaces contained more gen-
eral categories than densely filled ones. In
the language games, the robots first tried
to categorise the perceptual features in the
sparsely filled spaces. When they failed,
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they incrementally tried the more specialised
spaces. This way, the robots preferred to
communicate about more general concepts
than less general ones. The main rea-
son for this design was to minimise com-
putational complexity (finding categories in
densely filled spaces is computationally ex-
pensive).

Recent (re)inspection of the data revealed
the emergence of a Zipfian distribution in the
relation between word-frequencies and their
rank (see figure). Closer inspection even
showed that word-meanings about general
categories appeared more frequently than
those about specialised categories (see %
row in table, which gives the percentages of
word-meanings of which the meanings are at
the most general layer). Categories emerged
at five different layers of varying granularity,
the final row of the table shows the average
layer with respect to the frequencies of word-
meanings (layer 1 being the most general).

Given these results, I conclude that hav-
ing a tendency to minimise the effort by try-
ing to communicate using the most general
meaning in a situation, has led for these
robotic experiments to the emergence of a
Zipfian distribution in word-meaning rank-
ings. Hence, I hypothesise that a generali-
sation bias — as a strategy imposed by the
principle of least effort — leads, among other
biases, to a Zipfian distribution in natural
languages.
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