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The	contents	of	this	session	
	

1.	What’s	really	at	issue?	
2.	Reasons	to	be	cautious...	
3.	Is	variation	an	issue?	
4.	What	is	the	real	balance	of	predictions?	
5.	Low	frequency	effects	

What	is	really	at	issue?	
	

Let’s	start	with	a	brief	history	of	phonology...	
	

	

! 2!

What!is!phonological!theory?!!
‘Theoretical!historical!phonology’!seeks!to!engage!with!current!thinking!in!theoretical!phonology!!

• it!is!both!(i)!informed!by!current!models!of!phonological!theory!!

• and!(ii)!able!to!contribute!to!the!development!of!these!phonological!models!itself!

o ideas!have!developed!in!theoretical!phonology!as!phonologists!have!argued!about!the!best!ways!to!
understand!things,!and!there!have!always!been!competing!ideas!about!how!phonology!works!

o there!has!been!considerable!disagreement!about!how!distinct!phonology!should!be!from!phonetics!!
!

A!brief!history!of!phonology...!
!

                  phonetics-phonology 
! ! ! ???? – it’s not easy to say when phonological ideas were first developed 
!

!

!

! ! ! C.19th − important developments in a combined (historical) ‘phonetics-phonology’ 
!
!

! ! ! C.early 20th − phonetics and phonology can be pursued separately  
! ! ! !

       autonomous phonology!
! ! ! !     reductionist phonology  
!

! ! ! ! ! now 
!!!!!!‘phonetics’!!!!!!!!!!!!!!!!!!!!!!!!‘phonology’!
!!!!reductionist!!!!!!!!!!!!!!!!!autonomous!

!!!!!E;focused! !!!!!!!!!!!!!!!!!!!!I;focused!

!!!!!!!concrete!!!!!!!!!!!!!!!!!!!!!!!!!abstract!

!!!!!!empiricist!!!!!!!!!!!!!!!!!!!!!rationalist!

!!!!functionalist!!!!!!!!!!!!!!!!!!!!!!formal!

!!!!!!!!gradient!! ! !!!!!!!categorial!
!

There!have!been!a!range!of!theoretical!currents!within!both!of!these!fundamental!approaches!
• in!coming!weeks,!we!will!consider!a!number!of!currents!within!autonomous!phonology!and!

some!arguments!from!reductionist!phonology!!

• autonomous!phonology!=!‘formal!phonology’!=!emerged!out!of!structuralist!phonology,!which!

flourished!in!1920s–1950s,!developing!phonemic,!morphophonemic!and!systemic!approaches!
!

        autonomous phonology!
 1960s 
 
 1980s 
 
 1990s   
                                           !
! ! ! !

!

!!!!!!!!!Constraints  Rules               Representations 
!

We!can!now!recognise!four!currents!in!contemporary!phonological!theory:!
!

Rule;Based!Phonology!! =!RBP!
Representation;Based!Phonology!!=!RepBP commensurable,!autonomous,!formalist!
Constraint;Based!Phonology! =!CBP!
Usage;Based;Phonology!! =!UBP    − iconoclastic,!reductionist,!functionalist!

!

We!can!recognise!two!fundamental!currents!in!phonology:!

‘reductionist’!=!phonology!can!be!reduced!to!phonetics!

‘autonomous’!=!there!are!some!purely!phonological!primitives!



There	have	been	a	range	of	theoretical	currents	within	both	of	these	fundamental	approaches	

• autonomous	phonology	=	‘formal	phonology’	=	emerged	out	of	structuralist	phonology,	
developing	phonemic,	morphophonemic	and	systemic	approaches	
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Autonomous	phonology	=	Formal	Phonology		
Reductionist	phonology	=	Functionalist	=	Usage-Based	Phonology		
	
While	the	range	of	theories	within	the	broad	current	of	Formal	Phonology	have	
considerably	different	approaches	and	assumptions	
	

• they	are	all	commensurable,	assuming	the	same	kind	of	‘atoms’	
	

o segments,	features,	syllabic	structure	
	
When	taken	at	its	word,	Usage-Based	Phonology	may	well	not	be	commensurable	
with	these	approaches,	although	all	approaches	argue	they	are	‘doing	phonology’.	
	



What	is	the	difference	between	Formal	Phonology	and	Usage-Based	Phonology?		
		

• Newmeyer	(1998),	writing	on	the	basics	of	the	approaches,	says:	
	

I’ve	been	using	the	terms	‘formal	linguistics’	and	‘functional	linguistics’	as	if	they	
have	unique	well-understood	referents.	Unfortunately,	they	do	not.		
There	are,	however,	two	broad	orientations	in	the	field.	[...]	One	orientation	

sees	as	a	central	task	for	linguists	characterizing	the	formal	relationships	among	
grammatical	elements	independently	of	any	characterization	of	the	semantic	
and	pragmatic	[and	physiological	and	‘external’]	properties	of	those	elements.	
The	other	orientation	rejects	that	task	[...].		
It	should	be	obvious	why	the	former	orientation	is	called	‘formalist’:	it	focuses	

centrally	on	linguistic	form.	The	problem	is	the	ambiguity	of	the	word	'formal'	
and	its	derivatives.	The	term	is	ambiguous	between	the	sense	of	‘pertaining	to	
(grammatical)	form’,	as	opposed	to	meanings	and	uses,	and	the	sense	of	
‘formalized’,	i.e.,	stated	in	a	mathematically	precise	vocabulary.	This	ambiguity	
has	the	danger	of	leading	to	confusion.	When	Pullum	(1989),	Chomsky	(1990),	
and	Ludlow	(1992),	for	example,	debate	whether	the	‘principles	and	parameter’	
approach	is	a	species	of	‘formal	linguistics’,	they	have	the	latter	sense	of	the	
term	in	mind;	functionalists’	criticisms	of	‘formal	linguistics’	invariably	refer	to	
the	former.		

	

Hinskens,	Hermans	&	van	Oostendorp	(2014)	
	

Although	usage-based	and	‘rule-based’	approaches	to	natural	language	share	a	number	
of	constituent	properties	as	a	result	of	the	fact	that	both	look	at	language	as	a	cognitive	
object,	they	differ	in	many	respects.	In	essence,	usage-based	approaches	contrast	with	
‘rule-based’,	formal	theory	in	that	they	do	not	assume	language	users	to	have	abstract	
grammatical	knowledge	at	their	disposal.	Instead,	they	postulate	a	close,	organic	
connection	between	linguistic	structure	and	language	usage.		
With	respect	to	the	phonetic/phonological	part	of	language,	usage-based	models	

assume	that	language	users	store	detailed	phonetic	information	about	the	words	of	their	
language	each	time	that	they	are	exposed	to	them.	These	models	stipulate	redundant	
mental	storage	of	bundles	of	maximally	concrete	articulatory,	acoustic,	grammatical,	
semantic	and	pragmatic	information	concerning	single	occurrences	(‘tokens’	or	
‘exemplars’)	of	lexical	items,	along	with	characteristics	of	both	the	speaker	and	the	
situation,	organized	in	‘clouds’.	[...]	Formal	theory,	on	the	other	hand,	conceives	linguistic	
competence	as	a	computational	capacity	based	on	internalized	representations,	rules,	
processes,	constraints,	principles	and	related	abstract	devices,	which	are	usually	
categorical	and	generalize	across	many	cases.	[...]	The	designation	‘formal’	to	refer	to	
these	various	approaches	goes	back	to	De	Saussure’s	definition	of	langue	as	‘‘une	forme,	
non	une	substance’’	(1916,	Cours,	Ch.	III);	where	De	Saussure’s	notion	of	‘forme’	referred	
to	the	structure	of	the	relations	holding	between	linguistic	elements.		



So...	really...	this	is	a	course	about	UBP	vs	FP	
	

Why	is	frequency	such	an	issue	in	this	argument?	
	

• the	argument	is	typically	that:		
	

o frequency	effects	are	predicted	to	exist	by	UBP	and	are	predicted	not	to	exist	by	FP	
	

o they	do	exist	
	

∴	 UBP	is	right	and	FP	is	wrong																					[for	my	take	on	this:	see	the	course’s	title...]	
	
This	can	be	seen	as	part	of	an	‘assault	on	Formal	Phonology’,	as	in	work	like:	
	

• Bybee,	J.	(2001)	Phonology	and	Language	Use.	Cambridge:	Cambridge	University	Press.	
	

• Port,	R.	&	Leary,	A.	(2005)	‘Against	formal	phonology.’	Language	81,	927-964.	
	

How/why	does	UBP	predict	that	frequency	effects	exist?		
	

Within	the	field	of	UBP,	there	are	multiple	ways	in	which	this	happens		
	

• all	are	tied	to	the	existence	of	exemplars	–	it	could	be	called	Exemplar	Phonology		
	
For	high-frequency	effects,	proponents	have	proposed	two	types	of	explanation	
(i)		 articulation-based	–	speakers	store	lots	of	‘practised’	exemplars	for	some	words	
(ii)		 listener-based	–	speakers	know	that	listeners	have	lots	of	exemplars	for	some	words	
	
For	low-frequency	effects,	there	is	more	agreement	in	terms	of	explanation	
(i)	and	(ii)	–	less	frequent	forms	store	less	exemplars	
	



The	basic	thrust	of	the	UBP	position	is	that	the	very	idea	that	phonology	involves	
underlying	and	surface	representations	is	mistaken		
	

• there	are	several	flavours	of	exemplar	theory	(some	of	which	are	more	
conciliatory	with	standard	phonological	models	than	others)	

	

o I	focus	largely	on	‘strong	positions’	here,	as	they	are	testable,	as	in	Goldinger	
(1998),	Hawkins	(2003),	Johnson	(2006),	Wade	&	Möbius	(2010)	

	

• in	exemplar-based	UBP,	whole	words	are	the	focus	of	phonology,	rather	than	the	
type	of	units	which	most	phonological	theory	works	with	(segments,	features	etc.)	

	
The	crux	of	exemplar	theory	(as	in	Johnson,	1997)	is	that	the	lexicon	is	a	vast	repository	
of	highly-detailed	memories	of	phonetic	episodes	experienced	by	the	speaker		

	

• these	are	the	‘exemplars’	–	they	replace	the	derivations	of	standard	phonological	models	
	

o they	are	stored	in	the	lexicon	on	the	basis	of	usage:	on	the	basis	of	speakers’	
experience	of	production	and	perception	(hence	‘Usage-Based	Phonology’)	
	

o the	strong	position	is	that	this	is	essentially	all	that	speakers	need	and	have	in	
terms	of	phonological	knowledge	
	

o as	Bermudez-Otero	(2007)	puts	it,	the	strong	position	assumes	that	“phonological	
categories	do	not	exist	independently	of	the	exemplars”	
	

o as	Pierrehumbert	(2006)	points	out,	in	this	form	“the	phonological	principle	[is]	not	be	in	
force	...	instead,	each	word	[is]	an	individual	point	somewhere	in	phonetic	hyperspace”	

Introduction to the special issue on
exemplar-based models in linguistics

SUSANNE GAHL and ALAN C. L. YU

The Linguistic Review 23 (2006), 213–216 0167–6318/06/023-0213
DOI 10.1515/TLR.2006.007 c⃝Walter de Gruyter

Recent years have witnessed the emergence of a cluster of approaches in lin-
guistic theory known as exemplar-based models. Such exemplar-based models
are being developed in research domains as diverse as phonetics, phonology,
morphology, historical linguistics, semantics, syntax, and language acquisition.
This special issue brings together, for the first time, articles applying exemplar-
based models to a wide range of linguistic subdisciplines. We hope that this
collection will give readers a sense for the challenges and new research tools
that exemplar-based models offer.

The central idea behind exemplar-based models is that mental representa-
tions consist of memory traces of specific tokens. This idea runs counter to the
goal of developing maximally simple, redundancy-free representations, a goal
that has been central to many proposals within linguistic theory. For example,
much phonological work in the 1980s went into the study of underspecification
theory, which banned non-distinctive or predictable feature values from under-
lying representations. Similarly, highly influential models of syntax have taken
economy to be a guiding consideration in their conceptions of the lexicon and
its grammatical interfaces (Chomsky 1993, 1995).

Inspired by studies of exemplar-models of categorization (Goldinger 1996;
Hintzman 1986; Kruschke 1992; Nosofsky 1986), some researchers have
started exploring new models of the lexicon and its interface with other levels
of linguistic competence which call into question the goal of redundancy-free
representations. A category in exemplar-based models is defined by a collec-
tion of memorized tokens, or “exemplars”. Each exemplar may belong to many
categories simultaneously. An exemplar-based speech processing system rec-
ognizes inputs and generates outputs by analogical evaluation across a lexi-
con of distinct memory traces of remembered tokens of speech. While specific
exemplar-based models differ on how new experiences are assigned to relevant
categories and integrated with the stored exemplars, all exemplar-based mod-

Van	de	Weijer	(2009)	writes	the	following,	in	part	citing	Bybee:

	
	
Gahl	&	Yu	(2006)	write	that:		
	

	 	
	 	
	

number of operations are possible on any input, and only steps that improve that candidate 
are evaluated, giving us a better handle on problems of opacity. Second, in classical OT all 
constraints are innate, which may or may not be a necessary assumption. From a learnability 
perspective, it would be better if constraints were learned, just like other general cognitive 
skills. 

To summarise, we have identified three areas where OT is particularly strong (com-
munication, typology and production) and three areas of active research (perception, varia-
tion/frequency, and psycholinguistic credibility). With these in mind, let us turn to psycholin-
guistics. 
 
2.2. Exemplar Theory 

In psycholinguistics the focus is not on languages as wholes but on individual speech 
behaviour. One theory that is influential is Exemplar Theory (henceforth: ET), a theory that 
has come from the psychology literature on categorization, and which has been applied to 
linguistics by researchers such as Bybee (2006 and references cited there). Space limitations 
make a detailed description of this theory impossible here. One major difference between 
standard theories of linguistics and ET is that in the latter there is a much greater role for 
storage of forms. Two quotes from Bybee (2006) are given in (2). 
 
     (2) In exemplar theory, every token of experience is classified and placed in a vast organ-

izational network as part of the decoding process. New tokens of experience are not 
decoded and discarded, but rather they impact memory representations. In particular, a 
token of linguistic experience that is identical to an existing exemplar is mapped onto 
that exemplar, strengthening it. Tokens that are similar but not identical (differing in 
slight ways in meaning, phonetic shape, pragmatics) to existing exemplars are repre-
sented as exemplars themselves and are stored near similar exemplars to constitute 
clusters or categories.  

(Bybee (2006), p. 716) 
 
Thus, instead of a dictionary-like lexicon as in standard (generative) grammar, lexical items 
are stored in a network-like multi-dimensional organization: items that are similar are stored 
close to each other. This has psycholinguistic advantages, e.g. mispronunciations will often 
pick out a form which is close to the intended form. If a certain item is subject to variation, 
then both items will be stored, roughly in the proportion of the frequency with which the 
items are encountered. Variation is thus a natural part of the lexicon in an ET grammar. Note, 
incidentally, that exemplar clouds can be described in OT terms: a difference in a single fea-
ture could be conceived of as an IDENT difference, a difference in the presence or absence of 
a sound could be described as a MAX or DEP difference. In this way, the OT formalism of 
Correspondence could be useful. 

Items that are frequently heard strengthen each other in the lexicon. This “level of en-
trenchment” reflects, but is not identical to, the frequency of a certain item in a speech com-
munity. In this way, tokens carry a certain weight on their sleeves, which can be expressed as 
a numerical value, which will be related to their frequency of occurrence in a speech commu-



On	this	kind	of	UBP	approach,	each	lexical	item	has	its	own	exemplar	cloud	
	

• when	speakers	come	to	speak,	there	is	no	derivation	from	UR	to	SR	–	rather,	one	of	
the	exemplars	from	the	exemplar	cloud	for	the	relevant	lexical	items	is	chosen	and	
implemented	in	speech	

	

o there	is	no	UR	®	SR	/	input	®	output	computation	
	

o phonological	categories	do	not	have	any	obvious	existence,	but	can	only	be	thought	to	
exist	as	ad	hoc	generalisation	over	forms	in	the	lexicon	

	

• the	forms	that	are	generalised	over	(exemplar	clouds)	are	gradiently	different	
	

• speakers	are	changing	their	phonology	all	the	time,	as	they	hear	new	exemplars	
	

o this	contrasts	fundamentally	with	generative	models,	where	the	basic	assumption	
is	that	most	of	phonology	is	fixed	at	the	end	of	the	critical	period	

	

o while	there	may	be	modification	around	the	edges,	fundamental,	‘deep’	aspects	of	
phonology	are	fixed	

	
	

Why	does	UBP	predict	frequency	effects?	
	
There	is	constant	update	of	phonology	as	new	exemplars	are	added	to	the	exemplar	
clouds	that	instantiate	each	word	
	

• more	exemplars	(as	with	more	frequent	words)	=	different	to	less	exemplars	
	

• this	means	that	UBP	has	a	means	of	storing	the	different	frequency	of	occurrence	of	
each	word	–	with	different	sized	exemplar	clouds	

	

o but	in	and	of	itself	this	doesn’t	provide	a	potentially	explanatory	link	
	
As	we	saw	above,	
	
For	high-frequency	effects,	proponents	have	proposed	two	types	of	explanation	
(i)		 articulation-based	–	speakers	store	lots	of	‘practised’	exemplars	for	some	words	
(ii)		 listener-based	–	speakers	know	that	listeners	have	lots	of	exemplars	for	some	words	



(ii)	is	easiest	to	describe	
	

• Kiparsky	sums	it	up	thus:	
	

“LISTENER-BASED	explanations	say	that	frequent	words	are	more	predictable,	so	
speakers	can	put	less	effort	into	their	articulation	without	risk	of	being	
misunderstood	(Jurafsky	et	al.	2001).”	
	

o this	should	mean	that	more	frequent	words	can	be	more	reduced	by	a	speaker	
because	listeners	have	more	chance	of	predicting	what	a	more	frequent	word	will	be	

	

o it	should	be	less	of	a	problem	if	a	higy	frequency	word	like	felt	loses	its	[t]	than	if	a	
low	frequency	word	like	built	loses	its	[t]	

	
	

(i)	Bybee	and	others	(Phillips,	Pierrehumbert	etc)	tend	towards	an	articulatory	approach	
	

Bybee	(2001)	
	

	

	 	
	

Bybee	(2006)	writes	further	that:	

• “the	articulatory	representation	of	words	and	sequences	of	words	are	made	up	of	
neuromotor	routines.	When	sequences	of	neuromotor	routines	are	repeated,	their	
execution	becomes	more	fluent.	This	increased	fluency	is	the	result	of	representing	
the	repeated	sequence	at	a	higher	level	as	a	single	unit”		

o the	‘storage	as	a	single	unit’	is	possible	as	this	is	an	exemplar	model,	where	full	
pronunciations	of	words	are	stored	–	whole	reduced	phrases	are	stored	as	exemplars	

etc.). The penultimate stress pattern of Spanish has a very high type
frequency, occurring with about 95% of nouns and adjectives that end
in vowels (abuéla, camíno, pronómbre), while antepenultimate stress
has a much lower type frequency (claúsula, fonológica). One can also
count the token frequency of such patterns – that is, how often the
pattern occurs in running text.

1.4.1 Token Frequency

Token frequency has two distinct effects that are important for phonol-
ogy and morphology. In one frequency effect, phonetic change often
progresses more quickly in items with high token frequency.This effect
is particularly noticeable in grammaticizing elements or phrases 
that undergo drastic reduction as they increase in frequency. Thus be
going to, which is becoming a future marker in English, is reduced 
to [!g" ə] or even further reduced in phrases such as I’m gonna
to [!aimə ə]. Similarly, the conventionalized contractions of English are
reduced due to their high frequency: I’m, I’ll, I’ve, can’t, don’t, won’t,
and so on (Krug 1998). But the effect occurs on a more subtle level as
well: regular sound change in many cases progresses more quickly in
items of high token frequency.There is a tendency in American English
for syllabicity to be lost in sequences of unstressed schwa + resonant,
as in every, camera, memory, and family. This reduction is more
advanced in words of higher frequency (such as those just named) than
in words of lower frequency, such as mammary, artillery, homily
(Hooper 1976b). The loss of final [t] or [d] after a consonant is also
more common in words of higher frequency, such as went, just, and and.
In fact, a general effect of token frequency on the rate of deletion has
been found for 2000 tokens of final [t] or [d] (Bybee 2000b).2

If sound changes are the result of phonetic processes that apply in
real time as words are used, then those words that are used more often
have more opportunity to be affected by phonetic processes. If repre-
sentations are changed gradually,with each token of use having a poten-
tial effect on representation, then words of high frequency will change
at a faster rate than will words of low frequency.3 The streamlining of

ɾ˜
ɾ˜

1.4 Frequency Effects 11

2 Further discussion of these examples and further references for other similar examples
can be found in Chapter 3.

3 This suggestion is found in Moonwomon (1992). Factors other than simple frequency are
important, too. These are discussed in Chapter 3.

high-frequency words and phrases has the effect of automatizing pro-
duction. Any motor activity that is repeated often becomes more effi-
cient. The first effect of frequency, then, is to automate production
(Boyland 1996). (For further discussion, see Chapter 3.)

The second effect of frequency seems to contradict the first, since it
makes items more resistant to change, but it concerns change of a dif-
ferent kind. High frequency encourages phonetic change, but it renders
items more conservative in the face of grammatical change or analog-
ical change based on the analysis of other forms (Phillips 2001). For
example, high-frequency forms with alternations resist analogical lev-
eling: while English weep / wept, creep / crept, and leap / leapt have a
tendency to regularize to weeped, creeped, and leaped, respectively, the
high-frequency verbs with the same pattern, keep / kept, sleep / slept
show no such tendency (Bybee 1985, Hooper 1976b). As a result, mor-
phological irregularity is always centered on the high-frequency items
of a language. This conservatism of much-used expressions can also be
found on the syntactic level (Bybee and Thompson 2000). It has often
been observed that pronouns show more conservative behavior than
full noun phrases. English pronouns, for example, maintain distinct
forms for nominative and oblique case, while nouns have lost these case
distinctions. The position of pronouns sometimes reflects an earlier
word order. Similarly, verbal auxiliaries, which are very frequent, often
retain conservative syntactic characteristics.The English auxiliaries, for
instance, retain the ability to invert with the subject, and they precede
rather than follow the negative, both properties once shared by all
verbs (Bybee to appear).

This conserving effect of frequency places some items outside the
domain of the regular combinatorial patterns of the language. Their
frequency gives them a high level of lexical strength. That is, they are
so engrained as individual patterns that they are less likely to change
even if general changes are occurring in the language. To account for
this entrenchment effect, I have proposed (Bybee 1985) that repre-
sentations are strengthened whenever they are accessed. This strength-
ening makes them subsequently easier to access and also more
resistant to some forms of change.

1.4.2 Type Frequency and Productivity

Another major effect of frequency and thus of usage is the effect of
type frequency in determining productivity. Productivity is the extent

12 Language Use as Part of Linguistic Theory



Tamminga	(2014)	also	explains	the	link	that	Bybee	sees	between	high	frequency	and	‘high	
frequency	effects’	in	phonological	phenomena:	
o 	

	

Sound Change without Frequency Effects:
Ramifications for Phonological Theory

Meredith Tamminga
University of Pennsylvania

1. Introduction

This paper addresses the relationship between lexical frequency and sound change with a view to
its implications for the nature of the phonology. In generative models of phonology, frequency effects in
pronunciation or language change are generally relegated to a processing component beyond the scope of
phonological knowledge proper. This approach stands in contrast to exemplar theory, in which speakers’
mental representations of linguistic objects are not abstract but rather comprise memory traces of fine-
grained phonetic detail from their experiences with language use.1 These exemplars form clouds that
provide the target (by averaging or sampling) for new production instances. Because exemplar clouds
are generally assumed to be word-based, individual words are free to diverge in their phonetic targets
by differential accumulation of experiences. A common potentiating factor in such differentiation is
frequency, putting frequency effects in phonetic and phonological variation at the heart of the case for
exemplar theory. As Johnson puts it, “the frequency distribution of variants is part of the representation
of the word; thus, the representation needs to change very little to support a sound change” (2007:30).
But the ease with which exemplar theory accommodates what Pierrehumbert terms “word-specific
phonetics” (2002) is also a liability for the theory. In this paper I present a case study of a sound change
which is not, as exemplar theory predicts, differentiated across homonyms of different frequencies. The
challenge for exemplar theory, then, is to explain why sometimes frequency effects do not arise.

One difference in use that is known to be sensitive to frequency is phonetic reduction, such as
consonant lenition or vowel centralization. Reductive sound change, then, is hypothesized by exemplar
theoretic phonologists to proceed more quickly in more frequent words. Bybee describes the mechanism
as follows:

Given a tendency for reduction during production, the phonetic representation of a word will
gradually accrue more exemplars that are reduced, and these exemplars will become more
likely to be chosen for production, where they may undergo further reduction, gradually
moving the words of the language in a consistent direction. The more frequent words will
have more chances to undergo online reduction and thus will change more rapidly. (Bybee,
2002:271)

The claim here is inherently one of change, rather than stable variation; the evidence brought forth in
support of it, though, is not always clearly drawn from change in progress. For example, Bybee points
to higher rates of coronal stop deletion in high-frequency word-final consonant clusters as support for
frequency-conditioned lexical diffusion of sound change. There has never been any evidence, however,
that coronal stop deletion is a change in progress in any North American dialect, with Guy calling even
the notion that it might be a relic of an older change in progress “unfounded speculation” (1980:3).
Given the assiduousness with which sociolinguists seek out change in progress and the high-profile
status of coronal stop deletion in the sociolinguistic literature, it seems unlikely that such evidence

∗ Thanks to Gene Buckley, Bill Labov, Joe Fruehwald, Constantine Lignos, Aaron Ecay, Georgia Zellou, and
Charles Boberg for their comments on various parts of this project, as well as audiences at the 2013 LSA meeting
and WCCFL 31.
1 As Johnson (2007:28) points out, there is not a single “exemplar theory” but rather a class of exemplar-based
phonological theories. Following common practice, I will continue to use exemplar theory as a cover term.

© 2014 Meredith Tamminga. Proceedings of the 31st West Coast Conference on Formal Linguistics, ed. Robert
E. Santana-LaBarge, 457-465. Somerville, MA: Cascadilla Proceedings Project.Bermudez-Otero	(2016)	clearly	sets	out	how	any	change	or	process	that	it	due	to	any	

kind	of	‘phonetic	bias’	(assimilations,	palatalisations,	reductions,	everything?)	is	
predicted	to	affect	high	frequency	words	more:	
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  A test case: the effect of frequency on diachronic change 

 

§17 The existence of neogrammarian change is problematic for Exemplar Theory because exemplar 

clouds encode word-specific phonetic properties; cf. §5. 

Indeed, Bybee (1998, 2002) and Pierrehumbert (2001, 2002) assert that no change is truly 

neogrammarian: 

L Key empirical prediction of Exemplar Theory 

In diachronic changes involving phonetic reduction (lenition, coarticulation), high-frequency 

words are ahead of low-frequency words and change faster. 

 

§18  Postulated mechanism 

   

   high-frequency words  

                 ! 

many iterations of the loop 

 

   low-frequency words 

                 ! 

 few iterations of the loop 

 

 

  • High-frequency words undergo greater exposure to reductive phonetic biases during use. 

    • The gradient effect of these biases is registered separately for each word in its own cloud. 

 

§19  Predicted diachronic trajectory (but cf. Sóskuthy 2014) 
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§20 In contrast, approaches to usage effects that rely on gradient activation (§11-§12 above) predict 

truly neogramarian change involving constant rate effects (Kroch 1989): 

 

  • High-frequency words are ahead synchronically but change at the same rate diachronically. 

  • This is because the processing mechanisms that cause usage effects are 

 (a) time-invariant (as long as the usage factors themselves do not change) 

 (b) orthogonal to innovation in the phonetic implementation rules (no word-specific loops). 

  This prediction is explicitly stated in Bermúdez-Otero et al. (2015) and Kiparsky (2016: 482). 

 

§21  The empirical record so far 

  • Only one study (Hay & Foulkes 2016) reports high-frequency words changing faster (§19), 

 but the observation is unreliable: 

 (i)  mixes two corpora collected 50 years apart and separated by a 36-year gap in apparent time; 

 (ii)  the old bad-quality corpus shows no frequency effect at all; 

 (iii) the new good-quality corpus shows a constant rate effect; 

 (iv) the time:frequency interaction is obtained by interpolating across the two corpora. 

  • Two studies report constant rate effects (§20):   Zellou & Tamminga (2014) 

               Bermúdez-Otero et al. (2015) 

 

My own view 

 

§22  Debate continues to rage, but my assessment of the current situation is as follows: 

  • ‘Pure’ Exemplar Theory (§14) is untenable for the reasons listed in §15. 

  • Currently, hybrid models combining classical symbolic grammars and exemplar memory (§16) 

are poorly specified and so have little empirical content: each mechanism (symbolic 

computation or exemplar memory) is invoked in a purely post hoc manner. 

  • The most interesting line of research is gradient symbolic activation (§11), which preserves 

intact the empirical content of the classical modular architecture (§3). 



For	low-frequency	effects,	there	is	more	agreement	in	terms	of	explanation	
(i)	and	(ii)	–	less	frequent	forms	store	less	exemplars	
	
Bybee	argues	that	there	is	an	explanatory	link	between	‘low	frequency	effects’	and	
exemplar	theory:	

• “frequency	strengthens	the	memory	representations	of	words	or	phrases	making	them	
easier	to	access	whole	and	thus	less	likely	to	be	subject	to	analogical	reformation”		

o infrequent	words	lack	the	‘conserving	effect’	of	this	result	of	exemplar	
entrenchment	and	may	more	easily	undergo	change	

o high	frequency	can	inhibit	changes	or	processes	in	this	way,	so	low	frequency	
words	are	most	likely	to	undergo	them	

	

Bybee	(2001)	
	

	
	
	
If	these	predictions	for	different	types	of	frequency	effects	hold	true,	it	would	be	
evidence	in	favour	of	the	UBP	approach	to	phonology.	
	
	
	

experimentation and real language behavior. For example, even a
pattern that affects many forms, such as the diphthongization in
stressed syllables in Spanish verbs, is not easily extended to nonce
verbs, but rather seems to be closely tied to the particular verbs with
the pattern (Bybee and Pardo 1981, Kernan and Blount 1966). Exper-
iments with nonce forms also confirm the relationship between the
number of forms participating in a schema and the productivity of that
schema (Bybee and Moder 1983, Bybee and Slobin 1982, Lobben 1991,
Wang and Derwing 1994), as do productivity in child language (Guil-
laume 1927/1973) and intuitive judgments of productivity (Baayen and
Lieber 1991). The effect of the particular shape of forms and the gra-
dient nature of schemas are also confirmed in nonce probe experiments
(Bybee and Moder 1983, Köpcke 1988, Prasada and Pinker 1993).
Finally, there is evidence of effects of token frequency in regularly
inflected forms, such as regular English Past Tense, which cannot be
accounted for if regular forms are derived by rule rather than being
stored in memory (Alegre and Gordon 1999a, Bybee 2000a, Hare et
al. 2001). See Chapter 5 for more details about schemas over morpho-
logically related forms.

2.6 Frequency Effects

The frequency effects mentioned briefly in Chapter 1 find a natural
expression in this model. Since tokens of use map onto existing 
representations, high-frequency items grow strong and therefore 
are easier to access. The other side of the coin is that little-used 
items will tend to fade in representational strength and grow more 
difficult to access. The conserving effect of high token frequency,
which protects high-frequency items from regularization on the 
basis of productive schemas, is represented as lexical strength.
Since regularization only occurs when existing forms are difficult 
to access, high-frequency forms are not prone to regularization. The
other effects of high token frequency will be discussed in later 
chapters.

Schemas, which are organizational patterns across lexical items, gain
strength from the number of different items participating – that is, by
their type frequency. Stronger schemas are more productive; that is,
they are more likely to be used to produce new words. It is, of course,
an empirical question how many items are required to constitute a
schema. Empirical testing of productivity of patterns with different
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Why	does	FP	predict	that	they	shouldn’t	exist?	
There	is	no	obvious	way	to	express	the	fact	that	the	rules	seem	to	affect	some	words	
more	than	others	in	generative	frameworks	

• as	Pierrehumbert	(2001)	writes,	this	could	have	substantial	implications:	
 

 

mammary and artillery , the modal outcome is a schwa plus /r/. Another example is provided
by so-called t/d-deletion, which is widely acknowledged to be a case of variable undershoot of the
coronal articulation of the /t/ or /d/. Bybee (2000) found that deletion – defined as the inability of
the transcriber to hear the stop on a tape-recording – is more prevalent in high-frequency words than
in low-frequency words. The set of double-marked past tense verbs (such as told and left) provides
a way to control for the morphological factors which could play a part in this pattern. Within
the set of double-marked pasts alone, Bybee’s data showed a statistically significant relationship of
word frequency to the rate of /t/ deletion, with the most frequent word (told ) having /d/ deleted in
68% of cases while the least frequent (meant ) never had the /t/ deleted. Further documentation of
the association between word frequency and leniting historical change is provided in Phillips (1984,
this volume).

Although these frequency effects will be the main focus in this paper, is is also important to
acknowledge that word-specific allophony has been found in a number of other situations as well.
For example, Yaeger-Dror and Kemp (1992) and Yaeger-Dror (1996) demonstrate that words in a
particular cultural/semantic field in Montreal French have resisted a historical shift in the vowel
system and as a result display idiosyncratic vowel quality. Hay (2000) also presents data relating
degree of morphological decomposibility to degree of /t/ lenition in words such as ”shiftless”.

These results challenge standard models of phonology and phonetics at two levels. First, in all
standard models, the lexicon is distinguished from the phonological grammar. The exact phonetic
details of a word’s pronunciation arise because the word is retrieved from the lexicon, and processed
by the rules or constraints of the grammar whose result (the surface phonological form of the word)
is fed to a phonetic implementation component. The phonetic implementation component computes
the articulatory and/or acoustic goals which actualize the word as speech. The phonetic implemen-
tation component applies in exactly the same way to all surface phonological representations, and
the outcome depends solely on the categories and prosodic structures displayed in those represen-
tations. As a result, there is no way in which the phonetic implementation can apply differently to
some words than to others. If a phonetic implementation rule is variable and gradient, then the same
probability distribution of outcomes would arise for all words which meet the structural description
of the rule. This generic feature of modular generative models with phonetic implementation rules
is developed at more length in Pierrehumbert (1994).

A second challenge arises from the fact that the differential phonetic outcomes relate specifically
to word frequency. Standard generative models do not encode word frequency. They treat the word
frequency effects which are so pervasive in experiments involving priming or lexical decision tasks
as matters of linguistic performance rather than linguistic competence. Thus the intrusion of word
frequency into a traditional area of linguistics, namely the conditioning of allophony, is not readily
accommodated in the classical generative viewpoint.

If each word corresponded to a completely idiosyncratic phonetic signal, then results such as
Bybee’s could be readily formalized in a highly transparent scientific model. We would simply
assume that holistic gestural or acoustic templates are associated with word meanings. The real
challenge arises from the fact that the classical view does provide important insights about the
mental representation of phonology. Although a word may have idiosyncratic phonetic properties,
it is perceived as made up of units of sound structure which are also shared with other words. The

2

A	classical	model	of	the	grammar	the	generative	phonology	is:		
	

		
	
The	components	shown	above	are	modular	and	cannot	‘refer	back’	up	the	grammar	

• this	is	a	‘modular	feed-forward’	model	
• a	module	can	only	influence	another	if	they	have	an	interface	
o syntax	and	phonology	have	an	interface,	but	lexical	information	does	not	have	an	
interface	with	phonology		

	

	 4	

RBP	ideas	were	originally	tied	to	a	model	of	language	like	this:	
	

	
	 	 			Lexicon	

	
	
	 											Morphosyntax	

	
	
	 	 	Phonology	
	
	

	
	 	 		Phonetics	
	
	

If	it	is	right	that	rule	insertion	cannot	occur,	and	all	rules	are	added	at	the	end	of	the	
phonological	component	(as	in	the	above	model)	formal	models	like	RBP	are	tied	to	the	idea	
that	changes	should	be	lexically	exceptionless,	to	the	extent	that	they	can	be	modelled	as	
changes	to	the	rule	component	of	the	grammar.	
	

Scheer	(2015),	discussing	approaches	like	RBP	and	change,	describes	highly	relevant	thinking	
in	this	regard:		
• “Regularity	in	linguistic	patterning	is	the	result	of	grammatical	computation:	it	is	due	to	

the	fact	that	lexically	stored	pieces	are	run	through	a	computational	system	(made	of	rules	
or	constraints)	before	they	reach	the	surface.	What	we	see,	then,	are	the	traces	that	
grammar	leaves	on	the	lexical	ingredients,	and	these	traces	are	regular.	[...]	the	naturalness	
that	we	perceive	in	a	fair	number	of	rules	can	only	have	a	diachronic	origin.	‘Diachronic’	in	
this	context	refers	to	the	shape	of	rules	when	they	are	born,	i.e.	upon	innovation:	they	are	
always	regular	and	natural	then.”	

• if	a	rule	is	added	at	the	end	of	the	rule	component	it	will	be	surface-true	and	exceptionless		
o it	is	only	as	rules	rise	in	the	grammar	that	they	can	acquire	(surface	or	lexical)	exceptions	

–	for	example	through	becoming	opaque		
• one	branch	of	study	considers	how	rules	can	morph	or	merge	with	each	other	in	stages	

after	they	have	been	added	to	a	grammar	to	produce	crazy	rules	
o ‘crazy	rules’	are	rules	which	have	lost	the	signs	of	the	phonetic	pressures	that	led	to	them	

being	innovated	–	they	have	lost	their	‘naturalness’	
• another	branch	of	study	considers	whether	it	is	possible	for	rules	at	‘high’	levels	of	the	

phonological	grammar	to	have	truly	lexical	exceptions		
o we	consider	this	below,	in	part	where	we	consider	alternative	models	of	the	grammar	
	
	
Why	else	should	we	care	about	exceptionlessness?	
The	claim	that	‘normal’	phonological	change	(‘N-change’)	is	exceptionless	sets	historical	
phonology	of	a	scientific	footing	as	it	opens	the	way	for	prediction	and	systematicity	
• any	exception	to	a	correspondence	needs	to	be	accounted	for	–	this	can	drive	discovery	
• the	establishment	of	linguistic	relationships	and	the	reconstruction	of	proto-languages	

becomes	robust	
	

Why	would	it	be	an	issue	if	it	is	accepted	that	N-changes	are,	in	fact,	not	exceptionless?	
	

	
	
⇽	rules	can	be	added	here	in	‘rule	addition’	
	



Different	models	of	things	affecting	pronunciation:	
	

UBP	
	

exemplars	
	
	
	
	
	

pronunciation

FP	
	
UR	
	
SR	
	

phonetic	implementation	
	

pronunciation
	
	

	 	 	 	 		‘I	=	E’	 	 	 	 	 	 	 	 ‘I	knows	nothing	of	E’	
	
The	frequency	with	which	a	word	is	used	is	not	an	I-linguistic	fact	

• usage	is	canonically	an	E-linguistic	thing	
• FP	is	a	feed-forward	model:	the	output	of	phonology	is	fed	to	speech	production	
• usage-related	phenomena	should	not	be	able	to	impact	on	phonological	behaviour	
• URs	(and	SRs)	are	categorical	phonological	forms	

Should	FP	just	roll	over	and	give	up?	
	
Reasons	to	be	cautious...	
	
Verner	(1875)	didn’t	give	up	when	trying	to	figure	out	an	explanation	for	what	seems	
like	exceptions	to	‘Grimm’s	Law’:	
	

“the	best	proposal	is	Scherer’s	explanation	in	the	fine	section	concerning	the	
sound-shift	[...]:	‘I	now	assume	that	all	irregularly	shifted	tenues	were	first	shifted	
regularly	to	voiceless	spirants,	that	these,	particularly	in	frequently	used	words	
(like	fadar,	môdar),	were	under	the	influence	of	the	surrounding	voiced	elements	
also	produced	with	voice	...’	[...]	it	is	enough	for	us	to	have	determined	that	the	
irregular	shifts	also	followed	at	one	time	the	sound	stage	of	the	regular	shifts;	
from	there,	however,	they	progressed	further.	[...]	And	we	can	now	phrase	the	
question	of	the	etymological	explanation	thus:	Why	did	the	sound	current	of	the	
shift	in	some	cases	stop	with	the	voiceless	fricative	and	in	other	cases	progress	
further	through	the	voiced	fricative	to	the	voiced	stops?	



“The	only	person	who	has	sought	an	answer	to	this	question,	as	far	as	I	know,	
is	Scherer	in	the	passage	just	cited.	He	assumes	that	the	shift	to	voiced	stops	
occurs	‘in	frequently	used	words	(like	fadar,	môdar)’	consequently	the	regular	
shift	occurs	in	less	frequently	used	words.	I	believe	that	the	venerable	author	did	
not	wish	to	attach	great	weight	to	this	attempt	at	explanation	and	that	he	
permitted	himself	to	mention	it	only	as	a	conceivable	possibility.	A	careful	
scrutiny	of	the	Germanic	vocabulary	is	not	favorable	to	his	thesis.	Is	it	probable	
that	fadar	and	môdar	were	used	more	frequently	than	brôþar?	[...]	

Could	fehu-,	the	Germanic	epitome	for	material	well-being,	cattle,	money,	wealth,	
possessions	and	the	like,	have	been	a	more	infrequently	occurring	word	than,	for	
example,	lagu-	‘lake’	(ON	lög-r,	OE	lagu	=	Lat.	lacu-s)?	May	one	assume	that	our	
Germanic	ancestors	used	the	numbers	4	and	100	(fedvór,	hund)	more	frequently	
than	the	number	10	(tehan)?	More	such	examples	could	be	cited,	I	will,	however,	find	
occasion	in	what	follows	to	demonstrate	the	improbability	of	that	thesis.”	

	

It	has	been	claimed	that	“Verner's	may	be	the	single	most	influential	publication	in	
linguistics.”	Lehman	(1967)	

• perhaps	we	should	listen	to	him...	
	

The	very	fact	that	many	changes	are	exceptionless	might	give	us	pause	

• as	might	the	fact	that	there	are	not	spontaneous	segmental	splits	in	phonology		

Is	variation	an	issue?	Should	FP	give	up	because	there’s	variation?	
	

All	of	the	cases	of	frequency	effects	that	we	have	considered	involve	variation	
	

• [hɛl]	vs	[hɛld]	
	

• [mɛməri]	vs	[mɛmri]	
	

• time	[thaɪm]	x	msec	vs	[thaɪm]	x-5	msec	
	
Variation	is	not,	however,	a	problem	for	FP	in	and	of	itself...	



For	example,	Smith	&	Holmes-Elliott	(2018)	present	the	following	graph	from	their	
fieldwork	in	Buckie,	Scotland,	showing	how	often	speakers	realise	/t/	as	[ʔ]	

	
FP	can	recognise	the	existence	of	a	process	of	glottalling,	and	describe	the	environment	
in	which	stops	are	glottalled,	but	can	leave	the	details	of	the	intra-speaker	variation	in	
(how	often	the	process	occurs,	in	different	social	groups)	to	sociolinguistics:	

• glottalling	=	t	®	ʔ	/	σz tσ		[of	the	kind	considered	here]	

• this	is	a	variable	or	optional	rule;	many	rules	are	obligatory,	and	do	not	show	variation	
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Figure 3. Overall distribution of [ʔ] by age 

Figure 3 shows a dramatic increase across the three generations – from 38% in 

the older speakers, to 70% in the middle and a full 90% in the younger speakers. Our 

initial observation – that glottal replacement is moving fast in this dialect – is fully 

borne out here.  

While the effects of individual variation will be controlled for by entering 

speaker into the mixed-effects model as a random factor, it is instructive to first inspect 

these patterns at a descriptive level (e.g. Guy, 1980) to see if all speakers are 

participating in this fast moving change. Figure 4 shows the individual rates of 

variability, where we order the speakers from low to high across each age cohort.  
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The	proportions	of	variation	(how	often	a	rule	applies)	are	interesting	(and	can	be	
dependent	on	age,	class,	sex,	geography),	but	are	of	a	different	nature	and	status	to	
the	phonological	factors	that	condition	formal	processes	(eg,	phonological	features,	
syllable	structure,	stress	placement)	

• this	simply	needs	to	give	a	role	to	the	sociolinguistically-influenced	
implementation	of	phonological	phenomena	

	

The	simple,	early	way	to	incorporate	and	model	variation	in	phonological	theory	was	
to	use	optional	or	variable	rules;	there	is	a	difference	

• optional	rules	simply	state	that	a	variant	can	be	a	realisation	of	an	underlying	segment	
• variable	rules	attempt	to	incorporate	factors	which	govern	variation	into	the	rule	
	
Coetzee	&	Pater	(2011,	3)	

	
	
	

	



Variability	can	be	modelled	in	OT	in	a	range	of	ways,	including	‘partially	ordered	constraints’	

• this	assumes	that	while	most	constraints	are	ranked	normally,	certain	constraints	are	
only	partially	ordered	-	not	ranked	with	reference	to	each	other		

• each	time	that	the	grammar	is	used,	the	partially-ordered	constraints	are	fully	ranked	
consistent	with	the	partial	ordering	–	the	ranking	is	randomly	chosen	

	

Coetzee	&	Pater	(2011)	show	this	in	an	abstract	form:	
	

Other	types	of	variation	can	be	accounted	for	using	differences	of	how	forms	are	stored	

• this	can	account	for	lexical	variability	in	a	phenomenon	where	it	looks	like	some	
words	have	a	particular	type	of	phonological	behaviour,	and	some	don’t	

	

For	example,	is	there	n-deletion	in	English?	
• the	behaviour	of	the	indefinite	article	might	lead	us	to	think	so	

	

[ə]		 give	me	a	cat	 	 	 [ən]		 give	me	an	egg	
	

• the	behaviour	of	all	other	words	should	give	us	second	thoughts,	however:	
	

[tɛn]	 give	me	ten	cats	 	 	 [tɛn]		 give	me	ten	eggs	
	

It	seems	more	likely	that	that	some	words	have	one	UR,	and	some	words	have	two		

• ‹indefinite	ARTICLE›	=	/ə,	ən/				–	with	phonological-controlled	allomorphy	
• ‹NUMERAL	10›	=	/tɛn/	
	

This	accounts	for	the	variation	straightforwardly,	but	variation	in	such	cases	in	not	
always	phonological	controlled	–	this	is	‘optional’	variation	as	we	can	use	either	UR	

• ‹THIRD	PERSON	oblique	PRONOUN›	=	/ðəm,	əm/	
	

give	them	a	cat	 	 	 give	’em	a	cat	
	

Phonology	can	allow	social	factors	to	determine	whether	a	rule	applies	or	which	UR	
is	used,	but	variation	shouldn’t	be	governed	by	frequency,	should	it?	



What	is	the	full	balance	of	predictions?	
The	two	basic	approaches	to	phonology	clearly	make	different	predictions	in	terms	of	
what	should	occur	in	the	relationship	between	frequency	and	phonology	

• the	full	details	of	those	predictions	need	to	be	thought	about	carefully,	however,	
and	are	more	subtle	than	is	sometimes	claimed:	

	
1.	High	frequency	effects	should	exist	

• UBP		-	yes	
• FP		-	no	

What	is	the	full	balance	of	predictions?	
The	two	basic	approaches	to	phonology	clearly	make	different	predictions	in	terms	of	
what	should	occur	in	the	relationship	between	frequency	and	phonology	

• the	full	details	of	those	predictions	need	to	be	thought	about	carefully,	however,	
and	are	more	subtle	than	is	sometimes	claimed:	

	
1.	High	frequency	effects	should	exist	

• UBP		-	yes	
• FP		-	no	
	
2.	High	frequency	effects	should	always	exist	in	‘natural’	changes/rules	
• UBP		-	yes	
• FP		-	no	
	



Pierrehumbert	(2002)	writes	that	

• “Any	systematic	bias	on	the	allophonic	outcome	would	incrementally	impact	high	
frequency	words.	In	short	the	model	is	applicable	to	any	Neogrammarian	sound	change...”	

	
‘High	frequency	effects’	should	therefore	be	omnipresent	in	N-changes,	and	the	
synchronic	processes	connected	to	them	

• there	is	no	reason	why	any	such	phenomenon	should	not	be	affected	by	frequency,	
according	to	Pierrehumbert	

	
Tamminga	(2014)	explains	how	Pierrehumbert	(2002)	sets	this	out:	
	

	
	

has simply been overlooked. Even if coronal stop deletion were a change, albeit one proceeding at
such a glacial pace that it could not be observed, a simple frequency effect observed in a snapshot
of a change in progress is, as Pierrehumbert points out, “not enough in itself to argue for long-term
storage of word-specific allophone detail” (Pierrehumbert, 2002:108). This is because frequency effects
in production can in principle be implemented online through processing mechanisms such as spreading
activation, without requiring such mechanisms to impact the phonological representation. The argument
for exemplar theory, then, depends crucially on the gradual accumulation of usage-based phonetic
differences between words over the course of a change. Note that unlike Bybee, who limits her discussion
to reductive sound change (while suggesting that all sound change is ultimately reductive (2002:268)),
Pierrehumbert explicitly extends the claim that frequent words lead sound change to any kind of gradient
phonetic change, stating that “any systematic bias on the allophonic outcome would incrementally impact
high frequency words at a greater rate than low frequency words” (2002:118). Just as frequent words
that undergo reduction in speech should end up being more reduced in the phonetics inherent to their
representation, frequent words that are undergoing non-reductive sound change (for example, the raising
of /ey/ along the front diagonal in Philadelphia (Labov et al., 2013)) should accumulate advanced tokens
more quickly than their less-frequent counterparts.

One area in which the search for word-specific phonetics has been pursued is homonyms. Vowel
pronunciation in particular is highly sensitive to the conditioning effect of the surrounding phonological
environment, meaning that comparing non-homonyms often leaves open the possibility that any observed
differences are merely due to subtle coarticulation in production. Homonyms are therefore a key test for
the existence of word-specific phonetics because the phonological environment is controlled. An early
use of homonym differences to argue for lexical effects in sound change comes from Cheng & Wang
(1977), who give twelve examples of homonym pairs that split into different phonemic categories in the
development of Middle Chinese tone III in the modern Chao Zhou dialect. Labov does not find the same
type of split across the homonym pairs know/no and two/too using data from Philadelphia (1994) and the
Atlas of North American English (2010). On the other hand, Lavoie shows that four and for are reduced
differently in natural speech, Johnson (2007) demonstrates that for 18 homonym pairs or sets the most
common pronunciation variants are different, and Gahl (2008) finds length differences between frequent
and infrequent members of homonym pairs.

A recent paper by Drager (2011) serves as the inspiration for the current study in its use of
the homonym set that I will refer to as LIKE. The word like can be a lexical verb, a discourse
marker, a quotative, or one of several other grammatical parts of speech, which I will discuss in
section 2. Drager, focusing on the three-way distinction between the discourse marker, quotative, and
grammatical (including verbal) functions of LIKE, demonstrates that in New Zealand English, “some of
the lemma-based phonetic variation is socially conditioned and some of it is linked to the speaker-specific
probability of producing the word” (2011:704) (with speaker-specific probability being one measure of
frequency). By showing that the elements of the LIKE homonym set can be phonetically differentiated
(in this case, by the consonantal elements of /l/-length and /k/-release), Drager sets us up to ask whether
there is ever a case where they are not. I argue in this paper that there is such a case: the raising
of the nucleus of /ay/2 in Philadelphia. The raising of /ay/ before voiceless consonants is a feature
found in a number of North American dialects, including Canada and the Inland North. In Philadelphia,
the increasing phonetic differentiation of the /ay/ nucleus in voiceless environments from the stable
low position of the /ay/ nucleus before voiced consonants and word-finally is a regular sound change
that began in the early decades of the 20th century (Labov, 2001; Labov et al., 2013). The vowel in
LIKE, of course, undergoes /ay/-raising due to the voicelessness of the /k/, meaning that Drager’s clever
juxtaposition of the various functions of LIKE can be exploited in data from Philadelphia to evaluate
word-specific effects on sound change in progress. The following sections will be dedicated to showing
that, despite order-of-magnitude advantages in frequency, the most frequent LIKE homonyms do not
take the lead in /ay/-raising.

This study is not the first to suggest that sometimes frequency effects fail to arise. In addition to
the contributions from Labov, Dinkin (2008), Abramowicz (2007), and Walker (2012) all fail to find
frequency effects for at least some of the variables they consider. But to my knowledge what has not

2 I adopt the phonological notation from Labov et al. (2006), in which /ay/ is the vowel in PRICE.
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What	is	the	full	balance	of	predictions?	
	
1.	High	frequency	effects	should	exist	

• UBP		-	yes	
• FP		-	no	
	
2.	High	frequency	effects	should	always	exist	in	‘natural’	changes/rules	
• UBP		-	yes	
• FP		-	no	
	
3.	Low	frequency	(‘frequency	conserving’)	effects	should	exist	

• UBP		-	yes	
• FP		-	...?	
	



What	are	the	predictions	for	low	frequency	effects?	
	

Although	this	doesn’t	seem	to	be	recognised	frequently,	low	frequency	effects	are	not	
a	problem	for	formal	phonology	
	

• formal	models	are,	in	fact,	fully	compatible	with	low	frequency	effects,	if	the	role	of	
acquisition	and	change	are	recognised	

	

	
English	preterite	regularization	
	

If	learners	are	more	likely	to	hear	ic	drāf	‘I	drove’	than	ic	bād	‘I	bided’,	because	drāf	is	
more	frequent	than	bād...	
	

o then	they	are	more	likely	to	fix	irregular	drāf/drove	in	their	grammar	as	the	past	
tense	of	drīfan/drive	than	they	are	to	fix	irregular	bād/bode	in	their	grammar	as	the	
past	tense	of	bīdan/bide	

	

• if	speakers	do	not	acquire	an	irregular	past	tense	for	bīdan/bide	because	they	don’t	get	
enough	input	to	do	so	(because	the	word	is	less	frequent),	then	its	past	tense	will	be	
derived	regularly	by	the	rule	for	past	tense	formation	(add	-ed)	

	

o formal	phonology	is	compatible	with	the	conserving	effect	of	frequency	through	
diachrony	driving	phonological	acquisition		

	

o this	kind	of	frequency	effects	can	be	seen	in	FP	as	a	diachronic	frequency	effect	

How	about	Diatonic	Stress	Shift?	
	

This,	too,	is	not	a	problem	for	FP.	
	
DSS	involves	the	creation	of	diatonic	pairs	from	monotonic	pairs		
	

coonvíctN		 ~	 convíctV	 	 >	 				cónvictN		 ~	 convíctV	
reecórdN		 ~	 recórdV	 	 >	 				récordN		 ~	 recórdV	
	

• the	“words	which	have	undergone	the	Diatonic	Stress	Shift	have	lower	frequency	
than	those	which	have	not”	(Sonderegger	2010)	

o this	is	exactly	what	we	would	expect	
	
The	change	involved	in	the	creation	of	diatonic	pairs:	

• σσz N	>	σz σN	
	
Diatones	exemplify	some	of	the	basic	patterns	of	English	stress:	
	

• a	final	syllable	is	typically	unstressed	in	nouns	
o =		extrametricality,	high-ranked	NONFINALITY	etc	
	

• a	heavy	final	syllable	is	unproblematically	stressed	in	verbs	



The	pre-change	situation	was:	
	

discount		
V		 /dɪskaʊnt/		®		σσz 	(a	verb	with	heavy	final	syllable	gets	accent)	

N	 /dɪskáʊnt/		®		σσz 	(nouns	normally	do	not	have	final	stress,	so	it	must	be	lexically	stored)	
	
The	post-change	situation	was:	
	

discount		
V	 /dɪskaʊnt/		®		σσz 	(a	verb	with	heavy	final	syllable	gets	accent)	

N	 /dɪskaʊnt/		®		σ(σ)	®		σz (σ)	(stress	assigned	to	only	non-extrametrical	syllable)	
	 	 	 	 				(noun	final	extrametricality)	
	
Diatonic	Stress	Shift	involves	individual	words	submitting	to	the	general	pattern	of	
English	phonology,	removing	the	exception	that	the	Noun	forms	allow	final	stress	
	

• children	acquiring	words	need	strong	evidence	for	the	exception	marker	
	

o low	frequency	words	are	less	likely	to	provide	that	evidence,	so	are	more	likely	to	
be	(re)analysed	in	acquisition	as	non-exceptional,	in	which	case	the	Noun	will	
receive	non-initial	stress	

What	is	the	full	balance	of	predictions?	
	
1.	High	frequency	effects	should	exist	

• UBP		-	yes	
• FP		-	no	
	
2.	High	frequency	effects	should	always	exist	in	‘natural’	changes/rules	
• UBP		-	yes	
• FP		-	no	
	
3.	Low	frequency	(‘frequency	conserving’)	effects	should	exist	

• UBP		-	yes	
• FP		-	yes	
	



What	is	the	real	full	balance	of	predictions?	
The	two	basic	approaches	to	phonology	clearly	make	different	predictions	in	terms	of	
what	should	occur	in	the	relationship	between	frequency	and	phonology	

• the	full	details	of	those	predictions	need	to	be	thought	about	carefully,	however,	
and	are	more	subtle	than	is	sometimes	claimed:	

	

1.	High	frequency	effects	should	exist	

• UBP		-	yes	
• FP		-	no	
	

2.	High	frequency	effects	should	always	exist	in	‘natural’	changes/rules	
• UBP		-	yes	
• FP		-	no	
	

3.	Low	frequency	(‘frequency	conserving’)	effects	should	exist	

• UBP		-	yes	
• FP		-	yes	
	

4.	Frequency	effects,	like	all	phonological	generalisations,	should	always	be	gradient	

• UBP	 -	yes	
• FP	-	no	

On	a	UBP	approach,	each	lexical	item	has	its	own	exemplar	cloud	

• when	speakers	come	to	speak,	there	is	no	derivation	from	UR	to	SR	–	rather,	one	of	
the	exemplars	from	the	exemplar	cloud	for	the	relevant	lexical	items	is	chosen	and	
implemented	in	speech	

	
On	a	UBP	approach,	phonological	categories	do	not	have	any	obvious	existence,	but	can	
only	be	thought	to	exist	as	ad	hoc	generalisations	over	forms	in	the	lexicon	

• the	forms	that	are	generalised	over	(exemplar	clouds)	are	gradiently	different	
• so	there	should	be	no	sharp	edges	to	categories	–	the	difference	between	‘parts	of	
words’	should	be	gradient	

	
Therefore:	
	
	 								UBP	expects	gradience	 	 	 	 	 					FP	expects	categoricality	
exemplar	clouds	do	not	have	sharp	edges	 	 formal	categories	do	have	sharp	edges	
	
	
	
	 	 	 	 	 	 	 	 	 	 	 	
	



Fundamentally,	frequency	is	a	gradient	phenomenon...	
	

	
	

...so	exemplar	effects	should	be	gradual	

How	do	things	stand	in	terms	of	the	full	balance	of	predictions...?	
	
1.	High	frequency	effects	should	exist	

• UBP		-	yes	
• FP		-	no	
	

2.	High	frequency	effects	should	always	exist	in	‘natural’	changes/rules	
• UBP		-	yes	
• FP		-	no	
	

3.	Low	frequency	(‘frequency	conserving’)	effects	should	exist	

• UBP		-	yes	
• FP		-	yes	
	

4.	Frequency	effects,	like	all	phonological	generalisations,	should	always	be	gradient	

• UBP	 -	yes	
• FP	-	no	
	
Let’s	see...	
	


