
EGG	School,	Banja	Luka	

	July/August	2018	
 

 
 

Does word frequency affect phonology? 
Reasons to be cautious... 3 
 

Patrick	Honeybone	
University	of	Edinburgh	

patrick.honeybone@ed.ac.uk 
	

 
	
	
The	contents	of	this	session	
	

1.	How	do	things	stand	in	terms	of	the	full	balance	of	predictions...?	
2.	Do	the	examples	hold	up	to	scrutiny?	
3.	Are	frequency	effects	omnipresent?	

How	do	things	stand	in	terms	of	the	full	balance	of	predictions...?	

	

Let’s	see...	the	interesting	ones	are	where	they	disagree...	

	

1.	Low	frequency	(‘frequency	conserving’)	effects	should	exist	
• UBP		-	yes	ü	
• FP		-	yes	ü	
	
2.	High	frequency	effects	should	exist	
• UBP		-	yes	
• FP		-	no	
	
3.	High	frequency	effects	should	always	exist	in	‘natural’	changes/rules	
• UBP		-	yes	
• FP		-	no	
	
4.	Frequency	effects,	like	all	phonological	generalisations,	should	always	be	gradient	
• UBP	 -	yes	
• FP	-	no	
	

	



How	do	things	stand	in	terms	of	the	full	balance	of	predictions...?	

	

Let’s	see...	the	interesting	ones	are	where	they	disagree...	

	

1.	Low	frequency	(‘frequency	conserving’)	effects	should	exist	
• UBP		-	yes	ü	
• FP		-	yes	ü	
	
2.	High	frequency	effects	should	exist	
• UBP		-	yes	
• FP		-	no	
	
	
The	type	of	frequency	effects	that	are	really	problematic	for	formal	phonology	are	
synchronic	frequency	effects	
	

• the	kind	of	variation	that	is	observed	in	connection	with	‘change	in	progress’	is	
implemented	by	speakers	synchronically		

	

• in	a	formal	approach,	this	would	involve	a	rule-based	statement	
	

o such	rules	should	not	show	lexical	effects	on	the	FP	assumptions	that	we	have	
considered		

Do	the	examples	hold	up	to	scrutiny?	Do	synchronic	high	frequency	effects	exist?	

	

Reasons	to	be	cautious...	

	
Coronal	Stop	Deletion	
	

Let’s	return	to	the	graphs	summarising	the	Dutch	case	of	t	®	Ø	/	s,x__#	
• they	seem	to	make	a	strong	case	for	the	existence	of	a	high	frequency	effect	
	

		 				 	
	
Frequency	of	use	and	likelihood	of	deletion	increase	in	a	highly	similar	way	
• given	the	interpretation	of	numbers	in	such	situations,	we	cannot	expect	a	perfect	fit		
o however,	others	interpreting	results	like	this	have	complained	that,	to	be	persuasive,	
the	numbers	need	to	be	shown	to	be	statistically	significant	
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And,	actually,	I	slightly	overplayed	the	Dutch	case	in	the	graphs	by	including	only	the	
first	20	words	
• if	we	add	in	all	the	words	that	Phillips	gives	numbers	for,	the	situation	may	be	different	
	
	

			 	
	
	
It’s	not	completely	sure	what	the	likelihood	of	deletion	graph	is	showing	
• there	is	a	peak	for	mocht,	and	lots	of	variation	between	10%	and	30%	
o is	it	clear	that	the	variation	is	significantly	related	to	frequency?	
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What	about	the	case	of	English:	t,d	®	Ø	/	C__#	?	
	

	

	
	
	
	
	
	
	
	
	
	
	
	
	
	
But,	is	it	right	to	place	so	much	weight	on	the	differences	in	phonological	environment?	
• would	we	expect	deletion	to	pattern	differently	in	[__lt]	and	[__nt]?	or	[__pt]	and	[__ft]?	
o a	case	needs	to	be	made	why	that	should	be	the	case	
	
	

The	claim	is	that:		
• once	phonological	
environment	is	
considered	–	there	
is	a	frequency	effect	

 



If	we	simply	rank	the	high-frequency	words	in	terms	of	their	frequency,	the	
correlation	with	deletion	is	not	impressive...	
	

							 	
	
It	may	also	be	relevant	to	consider	that,	as	Abramowicz	(2007)	points	out:	
	

• t,d-deletion	in	varieties	of	English	is	generally	regarded	as	stable	variation	
	

o while	there	may	be	a	frequency	effect	to	be	seen	here,	it	is	not	a	diachronic	fact	
	

o it	could	be	that	that	implementation	of	frequency	effects	in	variation	is	due	to	a	
different	mechanism	to	that	which	drives	phonological	change	
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“time	and	thyme	are	not	homophones”	
	

The	work	reported	here	is	statistically	sophisticated	
	

• however,	the	case	is	less	clear	that	Gahl	argues	–	the	full	citation	is	as	follows:	
	
	
	
	
	
	
	
	
	
The	effect	is	small	–	is	it	robust?	
	

• small	statistic	effects	need	some	caution	in	interpretation	
	

o an	effect	of	this	kind	has	been	replicated	in	some	other	studies,	so	it	is	likely	robust	
	
	
	

LANGUAGE, VOLUME 84, NUMBER 3 (2008)486

VARIABLE B ! SE t VIF
intercept !0.5247 0.103497 !5.07
low-fq durationb 0.2141 0.2823 0.039524 5.416 1.1004
m-scorec !0.2213 !0.1565 0.073207 !3.023 1.0847
noun proportion 0.1034 0.2178 0.024098 4.292 1.0427
speaking ratef !0.0492 !0.1386 0.020312 !2.422 1.3258
bigram probabilityh !0.0171 !0.1826 0.005315 !3.21 1.3104
pausesg 0.2813 0.1187 0.136587 2.06 1.3447
log frequencyh !0.0297 !0.2471 0.00669 !4.433 1.2581

TABLE 3. Summary of regression model of durations of high-frequency homophones
(N " 220); B " raw unstandardized coefficient, ! " standardized coefficient,

SE " standard error, t " t value, VIF " variance inflation factor.

To what extent might the model overfit the dataset? Bootstrap validation was used
to obtain a corrected R2 to learn the extent to which the model parameters are estimated
to change when the model is based on a different sample. Simulations with 200 bootstrap
runs yielded a corrected R2 of .43, indicating a modest shrinkage of .05 compared to
the uncorrected R2. The only predictor that was retained in all 200 bootstrap runs was
the duration of the homophone twins. The frequency predictor was retained 197 times.
The only other factor that was retained as often as frequency was the proportion of
noun uses, one of the proxy measures for phrase-final lengthening. Bigram probability
and orthographic regularity were also in most of the models (191 and 182 times, respec-
tively). Speaking rate and proportion of prepausal tokens were retained in the majority
of models as well (157 and 151 times, respectively). The most dispensable predictor
was length in letters, which was retained in only 89 runs. This pattern is consistent
with the behavior of these factors in other models of the dataset.

A striking aspect of the model is the small contribution of homophone duration as
a predictor of word duration. Homophones are usually defined as sets of words that
sound alike. Given that definition, one would expect the duration of a word like thyme
to predict the duration of its twin time perfectly. That is not the case. A model containing
homophone duration as the sole predictor accounts for just 19% of the variability in
duration. It is clear that other factors besides a word’s phonemic makeup influence word
duration to a considerable degree. As Table 3 shows, grapheme-phoneme probability
(m-scores), the estimated proportion of noun tokens of an orthographic word (the word’s
‘noun proportion’), speaking rate in the region following the target word, the conditional
probability of the target word given the following word, and the proportion of tokens
immediately preceding pauses all predicted target duration, in the hypothesized manner:
high m-scores, fast speaking rate, and high bigram probability all predict shorter dura-
tions, and high noun proportion and high proportion of prepausal tokens predict longer
durations. Each of these factors is individually significant when all other factors are
in the model, as revealed by a nonsequential ANOVA.

Crucially for the current study, the log frequency of a word was a significant predictor
of word duration when all other factors were controlled for: as frequency increases,
word duration decreases, when other factors are held constant. This effect, while small,
is similar in size to other theoretically important effects on word duration reported in
the literature, such as effects of repetition, associative priming, and contextual predicta-
bility (e.g. Bell et al. 2003, Shields & Balota 1991), and to the effects of the other
factors in the model.

7. DISCUSSION OF REGRESSION MODEL: EFFECTS OF REPETITION AND CHOICE OF OUTCOME

VARIABLE. The regression model suggests that lemma frequency affects word duration



However...	
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English. Therefore, supposed homophones can differ in pronunciation, in ways that
may reflect processes underlying language production.2

Based on frequency inheritance, one would expect low-frequency words with high-
frequency homophones to be as short as their high-frequency twins. Is this the case?
The experimental record on this question is mixed. A majority of studies of homophone
durations have so far failed to find differences in the durations of homophone pairs as
a function of frequency. Other studies, however, found duration differences in some
experiments, apparently varying with presentation order and context. Whalen (1991,
1996) found duration differences when homophones were presented in word lists with
the words grouped by frequency, but not when the same words were presented in mixed-
frequency lists. Similarly, Guion (1995) found that pairs of homophones differed in
duration when the words were embedded in constructed sentence pairs (such as We’ll
need the watch for a few hours, We’ll knead the dough for five minutes). When the
same words were read in generic carrier phrases (Say . . . to me again), however, there
was no significant difference in duration. Another study that did not report any signifi-
cant durational differences between homophone pairs is Cohn et al. 2005a,b, which
tested words in lists, as well as in constructed sentences, some of which were the same
as in Guion’s study.

It is not immediately clear why some experimental studies found homophones to
differ in duration while others did not. Small sample size may be one reason: the largest
sample studied experimentally was that of Whalen (1996), which included twenty-five
pairs. Guion (1995) and Cohn and colleagues (2005a,b) tested four and fourteen pairs,
respectively. Another problem is that experimentally observed word durations in part
reflect the mechanics of experimentation itself, such as presentation order, an issue I
return to in §7.1 below. What the experimental record does not show is whether homo-
phones come to sound different when grouped by frequency, or whether they become
more similar in generic carrier phrases or word lists. A way to address these questions
is to look at homophone durations in spontaneous speech.

A small number of studies have examined homophone durations in corpora of speech
in naturalistic settings. Lavoie 2002 examined the pronunciation of the words four and
for in read speech and in spontaneous speech. Although Lavoie reported shorter dura-
tions for the more frequent for than for the less frequent four, those differences may
be related to the prosodic environments of the two items in question, which affects the
contextual speaking rate. Indeed, Lavoie’s interpretation of the durational differences
is that they reflected effects of articulation in context, rather than differences in the
representation associated with each word.

Jurafsky et al. 2002 examined the durations of four ambiguous function words (to,
that, of, and you) in a subset of the Switchboard corpus of American English telephone
conversations. A subsequent study (Bell et al. 2003) examined the ten most frequent
English function words. Using multiple regression, Bell and colleagues controlled for
factors known to affect duration, such as speaking rate, segmental context, pitch accent,
and contextual predictability. Once these factors were controlled for, the frequency of

2 The editor points out that speakers could come to treat synchronic variation in the pronunciation of
homophone pairs as meaningful, along similar lines as speakers’ tendency to invest phonemically different
pronunciations of one and the same word with different meanings (e.g. vase rhyming with face or Oz when
referring to either ordinary household objects or valuable pieces of art). The words investigated by Nygaard
and colleagues may be moving along such a path. The important point for the current discussion is that the
pronunciation alternants in that study did not differ in phonemic content.

And		
	

	
	
And		
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the preposition to vs. the infinitival marker to, for example, was no longer a significant
predictor of word durations. In a review of frequency effects, Jurafsky (2003) concludes
that, when other factors are held constant, there are no effects of lemma frequency on
pronunciation, either in elicited productions or in spontaneous speech. However, func-
tion-word production is thought to draw on different mechanisms from those employed
in content-word production in many models of language production (Bock & Griffin
2000, Garrett 1988, Levelt et al. 1999). Therefore, observations on function words may
not generalize to content words.

Why does word duration vary? Several mutually compatible explanations have sug-
gested themselves: word durations tend to shorten, and articulatory effort tends to be
reduced, as a function of repetition within a discourse (Bard et al. 2000, Fowler 1988,
Fowler & Housum 1987, Fowler et al. 1997, Shields & Balota 1991), predictability
within an utterance (Gregory et al. 1999, Hunnicutt 1985, Jurafsky et al. 2001a,b,
Lieberman 1963), and neighborhood density (Wright 2004).3 In all of these cases,
high-probability forms tend to reduce, and low-probability forms tend to lengthen or
otherwise be hyperarticulated. Explanations for shortening and the twin phenomenon
of lengthening have ranged from theories attributing variation to factors under speakers’
control, such as a desire to provide listeners with maximally distinctive information
while minimizing articulatory effort (e.g. Lindblom 1990), to theories emphasizing
factors not under speakers’ control, which include articulatory practice, speed of lexical
access, effects of associative priming, and factors during stages of lexical production
that follow lexical access (Balota et al. 1989, Shields & Balota 1991).

In sum, word durations can offer valuable clues to the mechanisms underlying lan-
guage production in general and to the locus—or loci—of frequency in the lexicon in
particular. Homophone durations in particular can elucidate whether lemma frequency,
as distinct from form frequency, can affect duration. Since many factors affect content-
word durations, these other factors need to be controlled experimentally or statistically if
we are to understand whether lemma frequency affects word duration. The experimental
record is difficult to interpret, since some observed pronunciation variation necessarily
arises from experimental design itself. Existing corpus-based studies have so far failed
to turn up differences in homophone duration when other factors were held constant,
consistent with the notion that the word form is the locus of frequency in the lexicon.
But previous corpus-based studies were based on small samples or on function words,
which may call on processing mechanisms different from those for content words. What
is needed, therefore, is an analysis of a large sample of homophonous content words
in spontaneous speech. Providing such an analysis is the goal of this article.

3. METHOD. A list of all items that were homophonous with at least one other item
in the CELEX database of English lexemes (Baayen et al. 1993) was automatically
created. Since the subsequent corpus searches depended on an orthographic transcript
of ca. three million words, the search was restricted to pairs that differed in spelling
(e.g. steak and stake). Identifying lemmas as same or different raises many difficult
questions, and it would not have been feasible to make this determination for all ambigu-
ous items in this study. Therefore, all items with identical spelling were pooled together.
For example, the plural noun and the third-person singular verb laps were treated as

3 Neighborhood density refers to the size of the set of words that are phonemically similar to a given
word. Effects of neighborhood density on perception have been known for a long time. More recent literature,
of the past ten years or so, recognizes that neighborhood density also affects speech production (see Dell &
Gordon 2003 for an overview).



The	balance	on	imperceptible	phonetic	effects	in	reduction	is:		
	

• the	issue	is	unproven,	but	certainly	possible	
	

o however,	it	is	not	completely	clear	that	all	other	potentially	confounding	factors	
could	be	accounted	for	in	a	corpus	study		

	

o and,	however,	a	reasonable	question	is:	is	this	a	phonological	effect?	
	

• it	may	well	be	that	phonology	does	not	need	to	account	for	such	effects	
	

o but	that	doesn’t	let	FP	completely	off	the	hook...		
	

o something	in	a	model	of	language-and-speech	will	need	to	be	able	to	account	for	it	

Syncope	in	English		
	

This	does	look	phonological	–	the	summary	is:	
	

There	is	a	process	of	syncope	in	English,	which	is	spreading	through	the	lexicon,	and	is	
“more	advanced	in	words	of	higher	frequency	(such	as	those	just	named)	than	in	words	of	
lower	frequency”	(Bybee	2001,	11)	
	

	
	
	
	
	
There	are	several	reasons	to	be	cautious	about	this...	
	

• certainly,	syncope	in	English	is	more	complicated	that	this	makes	out	
	

o there	is	a	major	debate	as	to	whether	syncope	is	actually	a	synchronic	phonological	
process	in	English		

	

The neogrammarian hypothesis nevertheless continues to be questioned on the basis of two
sorts of phenomena. The first is based on variable phonetic realization. The second is based on
word by word phoneme replacement. We take them up in turn.
The more common a word or phrase, the more reduced its pronunciation. The reduction can be

an imperceptible phonetic effect of a few milliseconds, or neutralization to a categorically distinct
pronunciation, as in the often cited example of English vowel syncope (Bybee 2007):

(6) High frequency word: every [∅]
Mid frequency word: memory [∅ ∼ @]
Low frequency word: mammary [@]

SPEAKER-BASED explanations for such frequency effects hold that articulatory targets become
more automatized through use (Bybee 2001, Pierrehumbert 2001, 2002). LISTENER-BASED ex-
planations say that frequent words are more predictable, so speakers can put less effort into their
articulation without risk of being misunderstood (Jurafsky et al. 2001).
In addition to frequency, such variation is sensitive to morphological and phonological factors,

style, social class, gender, etc. All this is entirely compatible with the neogrammarian hypothesis.
Structured variation is not in itself sound change; it can persist for centuries and even millennia.
As a sound change, syncope dates back to Old English, where it was phonologically con-

ditioned by stress and syllable weight, conforming perfectly to the neogrammarian hypothesis
(Sievers-Brunner 1942: §158-159, Campbell 1983). Once we look at the Old English change itself,
rather than at the synchronic variation which it bequeathed to Middle English, and which remains
productive in Modern English, we see that far from falsifying the neogrammarian hypothesis, it
strongly supports it. To test the neogrammarian hypothesis one needs philologically interpreted
textual material from the relevant period, or sociolinguistically aware field work on ongoing sound
change (Labov, Rosenfelder & Fruehwald 2013). After a thousand years, a variation pattern does
not necessarily look like the sound change that originally caused it.
Structure-preserving processes can yield apparent counterexamples to the neogrammarian hy-

pothesis because their isolated outputs can become lexicalized. Many syncopated trisyllabic words
which had no synchronic morphological analysis (marshal, parchment), or lost it (poultry, butler)
are now underlying disyllables. This is still compatible with the neogrammarian hypothesis, for
lexicalization of reduced forms is not sound change, as has always been recognized. In transpar-
ently suffixed words, on the other hand, such as mammary, cursory, generative, temporal, cidery,
buttery, cobblery, clownery, cookery, the morphology gives evidence of their medial vowel even
if it is deleted. Their trisyllabic underlying form can be acquired (“analogically restored”) even
by speakers who have only heard the syncopated form, and remain subject to variable syncope
indefinitely.
A related challenge to the neogrammarian hypothesis is LEXICAL DIFFUSION (Chen & Wang

1975). Its status remains controversial. Many of the instances of lexical diffusion cited in the
literature are frequency effects on variable synchronic reduction processes similar to syncope, and
can be explained the same way. Phillips (2001, 2006, 2013) argues that there are also sound
changes that conversely affect the least frequent words first, as well as sound changes that affect
the members of some word class first. Importantly, these are not reduction processes, and appear to
be always discrete and structure-preserving. Such word-by-word redistribution of phonemes in the
lexicon of a language is what is meant by lexical diffusion in the narrower sense (Labov 1994: 542,
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and (potential) lexicalization play in shaping native intuitions. Namely, it is claimed that, 
unlike schwa deletion potentially producing illicit consonant sequences, licit syncope has the 
potential to fully take place phonologically (i.e., with no (phonetic) traces left behind, see 
Section 2 below). When that happens, the output (diachronically, secondary) structures 
undergo merger with primary/lexical ones (the two become indistinguishable for speakers), 
which paves the way to lexicalization (the morpheme is stored in speaker memory in the re-
structured form). It will be shown in Section 3 that the potential to lexicalize is determined by 
the licit/illicit distinction, which is in turn heavily influenced by both word and stress position 
(conditions on licitness are more stringent both word-initially and in immediate pre-stress 
position). Therefore, the pre-stress/post-stress distinction only produces an indirect effect, and 
the intuitions (even of phonologists describing/analyzing syncope) that have always been 
there that the fundamental difference is between cases like police and potato vs. cases like 
camera and vegetable, actually result from the differing degrees to which the two 
constellations of phonological environments are expected to phonologize and lexicalize. 
 The paper is structured as follows. Section 1 provides a brief sketch of classical 
descriptions of syncope in English, and contrasts them with (more or less) more recent corpus 
data. Section 2 introduces the notion of surface opacity, i.e., the tendency of syncope to leave 
behind (phonetic) traces which help listeners spot underlying non-adjacency, and investigates 
the way it is related to lexicalization. Finally, Section 3 explains the licit/illicit distinction, 
connects it to lexicalization on the one hand, and word and stress position on the other; then 
Section 4 concludes and addresses a few theoretical issues. 
 

1. Syncope in English: the facts (?) 

As it has been introduced above, traditional (generative) descriptions (dating back, at least, to 
Zwicky 1972a-b and Hooper 1978; see also Algeo 1974, Kaisse 1985, etc.) make a crucial 
distinction between post-stress vs. pre-stress syncope. This convention is well illustrated by 
one of the most recent handbook-style introductions to the topic, in Harris (2011): 
 

Syncope in English, which is both lexically and phonetically variable, targets unstressed 
syllables in two environments […] (a) a word-initial unfooted syllable […] and (b) between a 
stressed and an unstressed syllable where the consonant following the targeted vowel is a 
sonorant and more sonorous than the consonant preceding […] The effect of the second 
pattern is to contract a trisyllabic sequence into a bisyllabic trochaic foot. 

 
As it is apparent even in the above quote, the conditions on syncope seem to be more strict 
after a stressed vowel than before it. For post-stress syncope (cf. (b) in the quote) to take 
place, the consonant following the schwa must be a sonorant, and it must be more sonorous 
than the one preceding it. That is, there seems to be a strict sonority constraint.5 In addition, 
the following vowel must be unstressed. That is how the underlined vowels in camera, family, 
different, separate (adj) can be deleted, but not in vanity (the /t/ is not a sonorant), felony 
(nasals are less sonorous than liquids), or separate (v) (the third syllable contains a full 
vowel). The literature also acknowledges the existence of lexicalized cases, of which every is 

                                                 
5 Authors usually assume a sonority/strength hierarchy along the following lines: vowels – glides – r – l – nasals 
– fricatives – plosives. Hooper explicitly claims that post-tonic syncope does not apply before obstruents, not 
even in sC clusters. She concludes that the constraints on schwa deletion are not governed by language-specific 
syllable structure conditions but are governed by universal constraints by which sonorants in second position are 
favoured over obstruents. 

The neogrammarian hypothesis nevertheless continues to be questioned on the basis of two
sorts of phenomena. The first is based on variable phonetic realization. The second is based on
word by word phoneme replacement. We take them up in turn.
The more common a word or phrase, the more reduced its pronunciation. The reduction can be

an imperceptible phonetic effect of a few milliseconds, or neutralization to a categorically distinct
pronunciation, as in the often cited example of English vowel syncope (Bybee 2007):

(6) High frequency word: every [∅]
Mid frequency word: memory [∅ ∼ @]
Low frequency word: mammary [@]

SPEAKER-BASED explanations for such frequency effects hold that articulatory targets become
more automatized through use (Bybee 2001, Pierrehumbert 2001, 2002). LISTENER-BASED ex-
planations say that frequent words are more predictable, so speakers can put less effort into their
articulation without risk of being misunderstood (Jurafsky et al. 2001).
In addition to frequency, such variation is sensitive to morphological and phonological factors,

style, social class, gender, etc. All this is entirely compatible with the neogrammarian hypothesis.
Structured variation is not in itself sound change; it can persist for centuries and even millennia.
As a sound change, syncope dates back to Old English, where it was phonologically con-

ditioned by stress and syllable weight, conforming perfectly to the neogrammarian hypothesis
(Sievers-Brunner 1942: §158-159, Campbell 1983). Once we look at the Old English change itself,
rather than at the synchronic variation which it bequeathed to Middle English, and which remains
productive in Modern English, we see that far from falsifying the neogrammarian hypothesis, it
strongly supports it. To test the neogrammarian hypothesis one needs philologically interpreted
textual material from the relevant period, or sociolinguistically aware field work on ongoing sound
change (Labov, Rosenfelder & Fruehwald 2013). After a thousand years, a variation pattern does
not necessarily look like the sound change that originally caused it.
Structure-preserving processes can yield apparent counterexamples to the neogrammarian hy-

pothesis because their isolated outputs can become lexicalized. Many syncopated trisyllabic words
which had no synchronic morphological analysis (marshal, parchment), or lost it (poultry, butler)
are now underlying disyllables. This is still compatible with the neogrammarian hypothesis, for
lexicalization of reduced forms is not sound change, as has always been recognized. In transpar-
ently suffixed words, on the other hand, such as mammary, cursory, generative, temporal, cidery,
buttery, cobblery, clownery, cookery, the morphology gives evidence of their medial vowel even
if it is deleted. Their trisyllabic underlying form can be acquired (“analogically restored”) even
by speakers who have only heard the syncopated form, and remain subject to variable syncope
indefinitely.
A related challenge to the neogrammarian hypothesis is LEXICAL DIFFUSION (Chen & Wang

1975). Its status remains controversial. Many of the instances of lexical diffusion cited in the
literature are frequency effects on variable synchronic reduction processes similar to syncope, and
can be explained the same way. Phillips (2001, 2006, 2013) argues that there are also sound
changes that conversely affect the least frequent words first, as well as sound changes that affect
the members of some word class first. Importantly, these are not reduction processes, and appear to
be always discrete and structure-preserving. Such word-by-word redistribution of phonemes in the
lexicon of a language is what is meant by lexical diffusion in the narrower sense (Labov 1994: 542,
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"…" = descriptive terms whose status as analytic tools is debatable 
 
 
0. Intro 
- syncope: the deletion of a zero-stressed vowel (schwa) between consonants + compression 

("resyllabification") (Brittany ~ Britney) = the number of "syllables" reduces by one (vs. 
syllabic consonant formation: button) 

- more marked constructions are produced: "coda" consonant, "consonant clusters" 
(secondary clusters) 

- traditional descriptions distinguish betw. pre-stress (políce) and post-stress (cámera) 
syncope 

 
This paper: the first results of a project 
Claims: 
- the pre-stress/post-stress distinction is secondary phonologically 
- relevant distinction: betw. phonotactically licit vs. illicit, that is, whether the resulting 

secondary cluster is part of the inventory of well-formed clusters (in English) 
(- illicit is not necessarily defined on a language-specific basis) 
- licit syncope has the potential to undergo phonologically (not only phonetically, no traces) 

→ merger with lexical structures → lexicalization Ö intuitions (even of phonologists 
describing/analyzing syncope -) 

 
 
1. Schwa deletion (syncope) in English: the facts (?) 
- traditional descriptions (esp. Zwicky 1972a-b and Hooper 1978): post-stress vs. pre-stress, 

cf.: 
 
Harris (to appear: 5): 

Syncope in English, which is both lexically and phonetically variable, targets 
unstressed syllables in two environments […] (i) a word-initial unfooted syllable […] 
and (ii) between a stressed and an unstressed syllable where the consonant following 
the targeted vowel is a sonorant and more sonorous that the consonant preceding […] 
The effect of the second pattern is to contract a trisyllabic sequence into a bisyllabic 
trochaic foot. 

 

post-stress syncope pre-stress syncope 
strict sonority constraint1 
Hooper: not before obstruents,  
not even in sC clusters2 

phonotactically unconstrained (Zwicky),  
or: less constrained, on a relative scale 
(Hooper3) 

e.g., camera, family, different,  
separate (adj), etc. 

e.g., terrain, police;  
also in suppose, suffice, potato, etc. 

lexicalized cases only attested in very fast and casual speech 
but: mere intuitions, criticized in corpus phonetics literature 
 
 
2. Corpus data: the facts 
- Dalby (1986), Davidson (2002, 2006), Patterson et al. (2003) … Carlotti-Mortreux-

Turcsán (2009) 
- only partially supporting the traditional descriptions 
- in certain registers, and not necessarily in very fast speech, following obstruents do in fact 

favour syncope and the reverse of the expected sonority effect is found  
(cf. esp. Dalby 1986:  

- in fast reading, the rate of pre-obstruent syncope increases, with stops over fricatives 
- in slow reading, post-syncope obstruents and sonorants have the same score 
- in conversations stops favour syncope 
- => sonority difference between members of the secondary cluster strongly favours 
syncope: R_T highest rate, in fast reading: T_R lowest rate) 

 
- complications: tempo, style, dialect, intraspeaker variation, word frequency, interference 

with syllabic consonant formation + method of evaluation of data 
- contradictory data (see also Kürti 1999), e.g.: 

Dalby vs. Davidson (2002): acoustic analysis of word-initial pre-stress syncope4:  
deletion occurs only when the resulting cluster is either found in English or conforms 
to a universally unmarked syllable type […] deletion is not necessarily a rate-
dependent process, but can be a general characteristic of a speaker's dialect (ibid: 1)5 

 
- Carlotti-Mortreux-Turcsán (2009): despite the complexity of the corpus data, it is clear 

that: 
the distinction between post-tonic neutralising and pre-tonic opaque syncope in 
particular and, licit vs. illicit syncope in general seems to be crucial for modelling 
native speaker’s behaviour and judgements 

                                                 
1 sonority/strength hierarchy: vowels – glides – r – l – nasals – fricatives – plosives 
2 Hooper: the constraints on schwa deletion are not governed by language-specific syllable structure conditions but are 
governed by universal constraints by which sonorants in second position are favoured over obstruents 
3 Hooper: stressed syllables tolerate freer clustering – for the opposite claim, see below 
4 strict definition of schwa deletion to rule out any gestures that could correspond to the presence of a vowel: any part 
of the interconsonantal interval which included a voice bar and/or formant structure was considered part of the vowel 
+ no C1 aspiration (≈ a devoiced vowel) 
5 rate-dependent vs. rate-independent speakers, both observe phonotactics 

Is	English	syncope	phonological?	
	

• if	so,	it	creates	all	different	kinds	of	opacity	
	
Balogné	Bérces,	Huber	&	Turcsán	(2011)	
	
	

	
	
Any	consideration	of	syncope	needs	to	consider	these	facts!	
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3. Phonetic or phonological? 
- surface phonetic phenomenon in which the phonological patterning of segments imitates 

the pre-deletion situation? → gradient: phonologically incomplete, preserves the 
syllabicity of the 'deleted' vowel, which may be signalled by phonetic cues at the deletion 
site, fully recoverable from the output 

or 
- phonological process? → categorial: phonologically complete, destroys syllabicity of 

deleted vowel, syllable-governed phonology refers exclusively to the output 
"syllabification" 

[cf. Kager (1997) on rhythmic vowel deletion] 
 
Answers: 
- very often (usually?): phonetic traces → opaque surface structures: not transparent, that is, 

(some of) the conditions of a pronunciation have become obscured by another one: 
 
Surface opacity6 
Aspiration7 Tapping8 Voicing Gemination 
sU[ph]osed 
[kh]Onnections 
[kh]Ollected 

li[5]Erature 
ca[5]Alog 
ca[5]Ering 

po[z]Itive 
 

pro[bb]ly ('probably') 
lib[rr]y ('library') 

- no aspiration after [s] 
morpheme-internally 
- no aspiration bef. C 

no tapping 
before C 

no voiced fricatives 
before fortis 
obstruents 
morpheme-int-ly 

no lexical geminates 

 
N.B. rather independent of the pre-stress/post-stress and licit/illicit distinctions 
 
- Carlotti-Mortreux-Turcsán: parsing cues for speakers: they are clear signals of underlying 

non-adjacency 
i.e., phonologically, there is no deletion 

- phonologized syncope: no traces, merger with lexical clusters (cemetery = symmetry) 
→→ lexicalization: 

every, family, general, chocolate, mystery; Barbara, factory, mackerel, et cetera, camera, 
celery, business… – both licit and 'illicit' (see below) 

- lexicalization of pre-stress syncope? pram, police, suppose, support – a much smaller set 
(see below) 

 

                                                 
6 Based on Carlotti-Mortreux-Turcsán (2009) 
7 Hooper: original voiceless stops retain aspiration. Patterson et al.: in sp- words, 60% of /p/ unaspirated: no strong 
support for either a phonetic or a phonological explanation 
8 Hooper: a schwa following a flap tends to remain undeleted (artery, watery, buttery, flattery…): flap is too weak – 
here: avoidance of opacity 

4. Illicit? 
- illicit syncope produces consonant sequences unattested in English lexically → cannot, by 

definition, lexicalize (?) 
 
potato ―X→ ptato *#pt-  but: tata/tater/tattie 
also: 'cause, 'member: loss of initial consonant, too 
both the combination and the position are illicit (cf. -pt- in chapter, etc.) 
vegetable, family: not illicit positionally, "bogus clusters" (cf. butler) 
 
 
5. Conclusions 
- key distinction: phonotactically licit vs. illicit 
- word-internally, it is easier to be licit, at least positionally (cf. vegetable) 
- word-initially: stricter phonotactics ("branching onsets"/"onset clusters" only) → a much 

smaller set of lexicalized examples 
- pre-stress word-internal syncope (separate (v), nationalize): stress clash avoidance 

insufficient explanation: general tendency of stressed vowels to refuse to support 
weakening 

- pre-stress very often coincides with word-initial: two problems! 
 
- licit syncope can potentially be phonologically complete, where phonology is governed by 

output "syllabic affiliation" → merger with lexical structures (cemetery = symmetry, 
parade = prayed, support = sport) → possibility of lexicalization Ö intuitions in 
traditional descriptions: neither factual (contra phonetic facts and corpus data) nor 
fictitious (reflect intuitions about surface opacity vs. potential lexicalization) 

 
 
6. Plans for research 
- phonetic investigation of the PAC9 corpus 
- perception test 

                                                 
9 The PAC project ('La Phonologie de l'Anglais Contemporain: usages, variétés et structure: The Phonology of 
Contemporary English: usage, varieties amd structure') 



Kiparsky	(2016)	is	scathing...	
	

	
	
	

	

high-frequency words will appear to lead in historical lenition processes, and
they will appear to lag behind in historical fortition processes. In reality, the
variation pattern governed by frequency and other factors remains constant as
the change advances across the board (cf. Fruehwald, Gress-Wright and
Wallenberg 2013). I believe the empirical study of sound change provides
strong evidence for this picture, which is consistent with neogrammarian
sound change. A brief review of a standard example will make this clear.
It has been claimed that the syncope of unstressed medial vowels between a

consonant and a sonorant is a sound change in English that spreads through
the lexicon, frequent words first. According to Bybee (2007), the high-
frequency word every has undergone it, the low frequency word mammary has
not, and the medium frequency word memory is in the process of changing.
Phillips (2006: 97–98) likewise argues that syncopation depends on word
frequency, so that opera, salary, camera, cabinet, memory, history tend to
syncopate more often than the relatively less frequent broccoli, gasoline, grocery,
buffalo, surgery, chocolate. Her figures show at best a tenuous correlation to
frequency (she does not test for statistical significance). But the more important
point is that these data are completely irrelevant, because syncope took place
in Old English, and one cannot document the conditions of an Old English
sound change with modern English vocabulary. None of the words cited by
Bybee and Phillips actually underwent the sound change. Every is from OE œ́fre
ylc, not *œ́fere ylc, and the others were not yet in the language: memory is a
13th century borrowing from Anglo-Norman, mammary is a 17th century
learned borrowing from Latin, and there was no broccoli, gasoline or chocolate in
Old English. The Old English sound change was phonologically conditioned by
stress and syllable weight, and conformed perfectly to the regularity hypothesis
(Sievers-Brunner 1965: §158–159; Campbell 1983). It left the language with
a productive variable synchronic syncope process, which has existed in the
grammar, in a modified form, for a millennium down to the present.
Synchronic syncope is a variable rule whose frequency of application depends

on a number of factors besides word frequency. The principal phonological
inhibitor is the avoidance of stress clash, e.g. g!en’rative vs. g!ener"ation.
Phonotactics also appears to play a role: sequences like -nm- that involve
gestural overlap (Blevins and Garrett 1998, 2004) are avoided, as in enemy,
economy vs. emery, refectory (trumping frequency). There is less syncope before
word-level suffixes than before stem-level suffixes, e.g. hindering vs. hindrance.
Opaque forms such as parchment, poultry, butler, chaplain, apron, dropsy, chimney,
remnant, damsel, partner, marshal, captain, laundry have been entirely reanalyzed
in their syncopated form, as have fancy and curtsy from fantasy and courtesy,
whereas transparently derived words like cursory, operative, summary, temporal,
cidery, buttery, cobblery, clownery, cookery can retain the trisyllabic underlying
form and remain subject to variable syncope indefinitely as long as their
morphology stays transparent, because their trisyllabic pronunciation can be
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Are	any	high	frequency	effects	robust...?	
	

• it	seems	likely	so,	but	the	case	is	far	less	robust	than	UBP	theorist	contend	

high-frequency words will appear to lead in historical lenition processes, and
they will appear to lag behind in historical fortition processes. In reality, the
variation pattern governed by frequency and other factors remains constant as
the change advances across the board (cf. Fruehwald, Gress-Wright and
Wallenberg 2013). I believe the empirical study of sound change provides
strong evidence for this picture, which is consistent with neogrammarian
sound change. A brief review of a standard example will make this clear.
It has been claimed that the syncope of unstressed medial vowels between a

consonant and a sonorant is a sound change in English that spreads through
the lexicon, frequent words first. According to Bybee (2007), the high-
frequency word every has undergone it, the low frequency word mammary has
not, and the medium frequency word memory is in the process of changing.
Phillips (2006: 97–98) likewise argues that syncopation depends on word
frequency, so that opera, salary, camera, cabinet, memory, history tend to
syncopate more often than the relatively less frequent broccoli, gasoline, grocery,
buffalo, surgery, chocolate. Her figures show at best a tenuous correlation to
frequency (she does not test for statistical significance). But the more important
point is that these data are completely irrelevant, because syncope took place
in Old English, and one cannot document the conditions of an Old English
sound change with modern English vocabulary. None of the words cited by
Bybee and Phillips actually underwent the sound change. Every is from OE œ́fre
ylc, not *œ́fere ylc, and the others were not yet in the language: memory is a
13th century borrowing from Anglo-Norman, mammary is a 17th century
learned borrowing from Latin, and there was no broccoli, gasoline or chocolate in
Old English. The Old English sound change was phonologically conditioned by
stress and syllable weight, and conformed perfectly to the regularity hypothesis
(Sievers-Brunner 1965: §158–159; Campbell 1983). It left the language with
a productive variable synchronic syncope process, which has existed in the
grammar, in a modified form, for a millennium down to the present.
Synchronic syncope is a variable rule whose frequency of application depends

on a number of factors besides word frequency. The principal phonological
inhibitor is the avoidance of stress clash, e.g. g!en’rative vs. g!ener"ation.
Phonotactics also appears to play a role: sequences like -nm- that involve
gestural overlap (Blevins and Garrett 1998, 2004) are avoided, as in enemy,
economy vs. emery, refectory (trumping frequency). There is less syncope before
word-level suffixes than before stem-level suffixes, e.g. hindering vs. hindrance.
Opaque forms such as parchment, poultry, butler, chaplain, apron, dropsy, chimney,
remnant, damsel, partner, marshal, captain, laundry have been entirely reanalyzed
in their syncopated form, as have fancy and curtsy from fantasy and courtesy,
whereas transparently derived words like cursory, operative, summary, temporal,
cidery, buttery, cobblery, clownery, cookery can retain the trisyllabic underlying
form and remain subject to variable syncope indefinitely as long as their
morphology stays transparent, because their trisyllabic pronunciation can be
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acquired (‘analogically restored’) even by speakers who have only heard them
syncopated.
Frequency effects in historical fortition processes are rarely documented, but

Hay et al. (2015) have found a small but robust one in the New Zealand vowel
shift (14). In this unusual chain shift (Labov 1994: 138), where the short
vowels behave like tense vowels, low-frequency words appear to be more raised
at all stages, as predicted by the above proposal.

(14) The New Zealand chain shift

Again, if these frequency effects do not arise through mechanisms of sound
change but by speakers’ deployment of the phonetic resources at their disposal,
they should appear at the initial stage of any sound change as well as at all its
subsequent stages and after its completion. Moreover, they should appear not
only in ongoing change but also in stable variation. And, in fact, there is
experimental evidence for fortition and hyperarticulation of low-frequency
words independently of any sound change in progress (Zhao and Jurafsky
2009, on Chinese tone realization). Their study also shows that
hyperarticulation increases with the level of ambient noise.13

Once more, Labov’s conception of sound change is fully vindicated.

5. POSTSCRIPT

While making the final revisions on this essay I received a new study of
Philadelphia æ-tensing by Labov and his collaborators (Labov et al. n.d.),
which yet again pushes the study of variation a major step forward. The
leading idea is that speakers choose between different phonological systems,
not simply between different variable realizations of a category as assumed in
previous work. The new approach presupposes and exploits the insight that
sound change is regular and that phonological systems are rule-governed, and
has the immediate payoff of providing a sharper probe into social class than
has been available so far. It is an impressive example of the seamless

I ɨ

ɛ ʌ

æ 

a                           ɑ
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How	do	things	stand	in	terms	of	the	full	balance	of	predictions...?	

	

1.	Low	frequency	(‘frequency	conserving’)	effects	should	exist	
• UBP		-	yes	ü	
• FP		-	yes	ü	
	
2.	High	frequency	effects	should	exist	
• UBP		-	yes	ü	(?)	
• FP		-	no	û	(?)	
	

How	do	things	stand	in	terms	of	the	full	balance	of	predictions...?	

	

1.	Low	frequency	(‘frequency	conserving’)	effects	should	exist	
• UBP		-	yes	ü	
• FP		-	yes	ü	
	
2.	High	frequency	effects	should	exist	
• UBP		-	yes	ü	(?)	
• FP		-	no	û	(?)	
	
3.	High	frequency	effects	should	always	exist	in	‘natural’	changes/rules	
• UBP		-	yes		
• FP		-	no		
	



As	a	reminder...		
	

• Tamminga	(2014)	explains	how	Pierrehumbert	(2002)	sets	this	out:	
	
	

	
	

In	order	to	understand	this,	the	study	of	contemporary	variation	(‘change	in	progress’	
or	‘stable	variation’)	is	crucial,	and	–	luckily	–	this	has	been	investigated	in	detail	
	

Labov	(2006)	explains	that	the	large	majority	of	changes	described	as	being	in	progress	
across	the	United	States	in	Labov,	Ash,	&	Boberg	(2006)	show	no	frequency	effect	at	all	
• Labov,	Ash,	&	Boberg	(2006)	The	Atlas	of	North	American	English:	Phonetics,	
phonology	and	sound	change	is	the	largest	ever	investigation	into	phonological	
variation	(both	synchronic	and	diachronic)	in	American	English		

	

Labov	(ms)	writes	that		
• “the	study	of	a	century	of	sound	change	in	Philadelphia	has	found	no	evidence	of	
lexical	irregularity	in	the	fronting	of	/aw/,	/ow/	and	/uw/,	the	raising	of	/ahr/	and	
/ohr/,	the	raising	of	/oh/or	the	backing	of	/e/,	as	well	as	the	raising	of	/eyC/”	

has simply been overlooked. Even if coronal stop deletion were a change, albeit one proceeding at
such a glacial pace that it could not be observed, a simple frequency effect observed in a snapshot
of a change in progress is, as Pierrehumbert points out, “not enough in itself to argue for long-term
storage of word-specific allophone detail” (Pierrehumbert, 2002:108). This is because frequency effects
in production can in principle be implemented online through processing mechanisms such as spreading
activation, without requiring such mechanisms to impact the phonological representation. The argument
for exemplar theory, then, depends crucially on the gradual accumulation of usage-based phonetic
differences between words over the course of a change. Note that unlike Bybee, who limits her discussion
to reductive sound change (while suggesting that all sound change is ultimately reductive (2002:268)),
Pierrehumbert explicitly extends the claim that frequent words lead sound change to any kind of gradient
phonetic change, stating that “any systematic bias on the allophonic outcome would incrementally impact
high frequency words at a greater rate than low frequency words” (2002:118). Just as frequent words
that undergo reduction in speech should end up being more reduced in the phonetics inherent to their
representation, frequent words that are undergoing non-reductive sound change (for example, the raising
of /ey/ along the front diagonal in Philadelphia (Labov et al., 2013)) should accumulate advanced tokens
more quickly than their less-frequent counterparts.

One area in which the search for word-specific phonetics has been pursued is homonyms. Vowel
pronunciation in particular is highly sensitive to the conditioning effect of the surrounding phonological
environment, meaning that comparing non-homonyms often leaves open the possibility that any observed
differences are merely due to subtle coarticulation in production. Homonyms are therefore a key test for
the existence of word-specific phonetics because the phonological environment is controlled. An early
use of homonym differences to argue for lexical effects in sound change comes from Cheng & Wang
(1977), who give twelve examples of homonym pairs that split into different phonemic categories in the
development of Middle Chinese tone III in the modern Chao Zhou dialect. Labov does not find the same
type of split across the homonym pairs know/no and two/too using data from Philadelphia (1994) and the
Atlas of North American English (2010). On the other hand, Lavoie shows that four and for are reduced
differently in natural speech, Johnson (2007) demonstrates that for 18 homonym pairs or sets the most
common pronunciation variants are different, and Gahl (2008) finds length differences between frequent
and infrequent members of homonym pairs.

A recent paper by Drager (2011) serves as the inspiration for the current study in its use of
the homonym set that I will refer to as LIKE. The word like can be a lexical verb, a discourse
marker, a quotative, or one of several other grammatical parts of speech, which I will discuss in
section 2. Drager, focusing on the three-way distinction between the discourse marker, quotative, and
grammatical (including verbal) functions of LIKE, demonstrates that in New Zealand English, “some of
the lemma-based phonetic variation is socially conditioned and some of it is linked to the speaker-specific
probability of producing the word” (2011:704) (with speaker-specific probability being one measure of
frequency). By showing that the elements of the LIKE homonym set can be phonetically differentiated
(in this case, by the consonantal elements of /l/-length and /k/-release), Drager sets us up to ask whether
there is ever a case where they are not. I argue in this paper that there is such a case: the raising
of the nucleus of /ay/2 in Philadelphia. The raising of /ay/ before voiceless consonants is a feature
found in a number of North American dialects, including Canada and the Inland North. In Philadelphia,
the increasing phonetic differentiation of the /ay/ nucleus in voiceless environments from the stable
low position of the /ay/ nucleus before voiced consonants and word-finally is a regular sound change
that began in the early decades of the 20th century (Labov, 2001; Labov et al., 2013). The vowel in
LIKE, of course, undergoes /ay/-raising due to the voicelessness of the /k/, meaning that Drager’s clever
juxtaposition of the various functions of LIKE can be exploited in data from Philadelphia to evaluate
word-specific effects on sound change in progress. The following sections will be dedicated to showing
that, despite order-of-magnitude advantages in frequency, the most frequent LIKE homonyms do not
take the lead in /ay/-raising.

This study is not the first to suggest that sometimes frequency effects fail to arise. In addition to
the contributions from Labov, Dinkin (2008), Abramowicz (2007), and Walker (2012) all fail to find
frequency effects for at least some of the variables they consider. But to my knowledge what has not

2 I adopt the phonological notation from Labov et al. (2006), in which /ay/ is the vowel in PRICE.
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Pharao	(2010)	investigated	the	lenition	of	/p,	b,	k,	ɡ/	(and	other	phenomena)	in	
Copenhagen	Danish	in	real	detail	
	

• there	is	massive,	variable	lenition	in	Danish	–	exactly	the	kind	of	things	that	‘should’	
show	a	high	frequency	effect	on	UBP	predictions	

	

	
• tokens	of	|p|	which	are	expected	to	be	realized	as	[b̥]	in	distinct,	casual	speech:	
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order to carry out analyses at the level of the phonological syllable. The graph below shows the 

distribution of the allophone [ph] versus other variants by position in the phonological syllable. There 

are three possible positions: absolute initial position, occurrence in a syllable initial cluster, and final 

position. Position in a cluster only concerns tokens of |p| that are not in absolute syllable initial 

position, i.e. |p| in ‘spiser’ and ‘sprang’ are both coded as occurring in an initial cluster, whereas |p| in 

‘kompromis’ is coded as syllable initial even though it shares the onset with a following [ʁ]. For final 

position, there is no distinction between immediately postvocalic tokens in absolute syllable final 

position and in a consonant cluster in the coda. This is because the expected realization of |p| in coda 

position is [b ̥] regardless of whether it is in absolute syllable final position or part of a complex coda. 

Light grey portions of the columns give the 

proportion of tokens that are not realized as 

[ph]. Clearly the distribution is skewed with 

respect to position in the phonological 

syllable, as expected. While tokens may be 

realized differently from [ph] in initial 

position, this happens much more frequently 

in onset clusters and syllable codas. 

Therefore, the tokens in the different 

positions must be treated as separate 

phonetic variables: (p) in absolute syllable 

onset and (b) in consonant clusters and 

syllable coda. The phonetic variables are 

given in regular brackets, following the conventions of the sociophonetic literature. (p) is defined as 

tokens of |p| which are expected to be realized as [ph] in distinct, casual speech, and (b) is defined as 

tokens of |p| which are expected to be realized as [b ̥] in distinct, casual speech10. Note that not all 

tokens of [b ̥] constitute tokens of (b) as defined here: some tokens of syllable final [b̥] are |b| 

underlyingly (if they are also realized as [b ̥] in derivatives like ‘plombe, plombere’ or if they alternate 

with [w] in distinct, casual speech, like ‘skib’ ship (see Grønnum (2005), p. 320). The variable (p) is 

                                                 
10 With the exception of tokens in onset consonant clusters:  only 16 tokens are attested, 2 of which are realized as [ph], 

the remaining 14 as [b̥]. Obviously, the representation of cluster internal |p| is much too sparse to be analyzed 

statistically and the tokens have therefore been excluded from the analyses. 
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identical to the phoneme /p/, which only occurs in absolute initial position in the phonological syllable, 

but (b) is not identical to the phoneme /b/, since /b/ may occur in both syllable initial and syllable 

final position, and (b) is, here, restricted to tokens in coda position. In the DanPASS dialogues there are 

3 tokens of |b| in syllable final position, and they are all realized as [b ̥]. These three tokens are not part 

of the set of tokens of (b).  

6.6 VARIATION OF (b) 

(b) exhibits the greatest amount of variation of the two bilabial plosive variables. There are a total of 

539 tokens of (b), 408 of which are realized as the canonical allophone [b ̥], with the remaining 131 

tokens being distributed among 5 variants. The distribution of variants of (b) is given in table 6.10. 

Table 6.10 – Distribution of variants of (b) 

Variant b ̥ β ph deleted ɸ f 

Number 408 71 37 15 7 1 

Percentage 76 % 13 % 7 % 3 % .9 % .1 % 

In keeping with the canonical analysis of |p|, the standard variant of the variable (b) is  [b ̥] and the 

remaining variants can be classified as being the result of 3 different processes: strengthening in the 

case of [ph], reduction in the case of [β ɸ f], and deletion. In the examination of which factors that can 

be seen to influence the reduction of (b), it is of course necessary to exclude the tokens that are 

affected by strengthening, i.e. where (b) is realized as an aspirated bilabial plosive. Therefore, a subset 

of the data was created that 

included only the (539-37 =) 502 

tokens where (b) was realized as 

either [b ̥ β ɸ f] or deleted. There 

are 45 word forms in the corpus 

which contain (b), but only 15 of 

these contain reduced (b). They 

are given in table 6.11 with their 

rates of reduction (the full dataset 

is given in Appendix A). 

 

Only one word, ‘simpelthen’ [ˈsemɂbə̥ld̥̍ hɛnɂ] simply, has reduced variants as the dominant realization of 

(b) – the four word forms that show categorical reduction of (b) all occur only once, making it 

Table 6.11  – word forms containing reduced (b) (n > or = 10) 
word form              English sum % reduced 
op                  up 131 4 

klippe               cliff 74 31 

oppe                 up at 72 31 

klippehave           rock garden 28 18 

kalkstensklipper     limestone cliffs 18 28 

simpelthen            simply 18 78 

klippehaven          the rock garden 17 12 

klippeskred           lavine 16 44 

jep                   yup 12 33 

Pharao	found	that		
• “[f]or	the	variables	(ɒw),	(p),	(b),	(k)	
and	(g),	word	form	(log)	frequency	
does	not	emerge	as	significant” 



	
Tamminga	(2014)	shows	that	the	several	types	of	the	word	like	with	considerably	
different	frequencies	behave	in	a	way	which	goes	against	the	predictions	of	UBP	in	
terms	of	the	introduction	of	aɪ-raising	in	Philadelphia	English.	
	
like	has	several	different	lexical	entries,	all	with	the	same	phonological	form	/laɪk/	
• these	have	massively	different	frequencies	of	occurrence	
	

	
	
	
	

Age at interview Interviewed 1970s Interviewed 2000s

Over 60 3 male / 3 female 3 male / 3 female
40-59 3 male / 3 female 2 male / 2 female
18-39 3 male / 3 female 3 male / 3 female
Under 18 1 male / 1 female 0 male / 1 female

Table 1: Sample of PNC speakers included in this study

Function Example

Lexical verb I don’t LIKE the taste of beer anyways
Preposition The tripe itself is almost bland as such, LIKE eating Jello.
Conjunction But uh they didn’t go up together LIKE they used to.
Adjective I don’t know if he’s exactly LIKE his father.
Quotative And she’s LIKE, ”Let’s go to this fortune teller.”
Discourse marker Um LIKE we used to play a lot of running games you know.

Table 2: Functions of LIKE (examples from PNC subjects PH73-2-1, PH00-1-5, and PH06-2-3)

the results section are the lexical verb, the preposition, the conjunction, the adjective, and the discourse
marker.

2.3. Vowel measurement

The transcribed interviews that make up the PNC have been forced-aligned using the FAVE-align
program, a version of the Penn Phonetics Lab Forced Aligner (Yuan & Liberman, 2008) that is adapted
for use with sociolinguistic interviews. The aligned tiers are then subjected to automated formant
extraction using FAVE-align’s sister program, FAVE-extract. FAVE-extract uses Linear Predictive
Coding in Praat to measure F1, F2, and F3 in Hertz (Hz) at a specified point in the trajectory of the vowel,
then rechecks the measurements to exclude gross measurement errors (see Evanini (2009) and Labov
et al. (2013) for details). Although the default setting for FAVE-extract excludes vowels shorter than
50 milliseconds in duration, I included all vowels to avoid the possible pitfall of obscuring a potential
interaction between homonym frequency and duration. Formant measurements were normalized using
Lobanov’s (1971) method, which is an intra-speaker z-score (see Adank (2003) for a comparison of
normalization techniques). Since raising is primarily a change in the nucleus height of /ay/, I will take
the normalized F1 value to be the most useful measure of /ay/-raising.

2.4. Quantifying frequency

A methodological challenge for any study of frequency effects in phonetics is that there is not
yet a solid consensus on the most appropriate quantitative treatment of frequency itself. As Erker and
Guy note, “it is not always clear how frequency is best defined—locally or globally, continuously or
discretely, by lemma, form, or collocation, at what level of granularity, and so on” (Erker & Guy,
2012:527). A common approach, which Erker and Guy find support for in the conditioning of Spanish
subject personal pronoun expression, is to bin lexical items into high- and low-frequency categories. This
is the type of approach Bybee assumes when she argues that Labov’s homonym pair results (1994; 2010)
are “not definitive since all of the words used occurred three or more times in the interview and thus
must be considered high frequency” (2002:267). She does not, however, give justification for setting
an arbitrary cut-off point at three tokens per interview. Furthermore, at least one often-cited result in
support of a binary approach to frequency, from Alegre & Gordon (1999), has since been suggested to
be the outcome of a statistical error (Lignos & Gorman, forthcoming). I assume here that in the absence
of compelling evidence to justify a meaningful high/low cut-off, it is reasonable to expect that frequency
differences as large as 129 versus 1149 occurrences should produce phonetic differentiation in sound
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Function Count

Lexical verb 213
Preposition 274
Conjunction 129
Adjective 138
Discourse marker 1149

Table 3: Within-dataset frequency of the LIKE functions

change by the exemplar theoretic mechanisms Bybee (2002) and Pierrehumbert (2002) describe. On the
topic of local versus global frequency measures, my methodological decisions are constrained by the
nature of the case study. In general it would be preferable to use global frequency norms taken from
large corpora because they are more stable. None of the frequency norms available, though, differentiate
between the LIKE homonyms that are the topic of this paper. Consequently I will rely on the number
of occurrences of each homonym within the dataset used here. These counts are presented in table
3. Although they are surely not ideal, I depend on them only to give a general picture of the relative
frequencies of the homonyms.

3. Results on /ay/ raising

Labov et al. (2013) show that the PNC captures essentially the full span of the change from a low
to a centralized /ay/ nucleus before voiceless segments. As a sanity check, I begin by confirming that
my sample is generally representative of Philadelphia in that the speakers participate in the diachronic
process of /ay/-raising. I code all instances of the vowel /ay/, excluding function words and forms
of LIKE, as being in the phonological environment of a voiced or voiceless following segment. The
normalized F1 values in the two environments over time are shown in figure 1.

Figure 1: /ay/-raising before voiceless segments (N=1499) and stability before voiced segments
(N=2823) by year of birth. LOESS fit.

Next I turn to the crucial question of whether the different functions of LIKE show different degrees
or rates of raising. Figure 2 shows the F1 values for each of the functions of LIKE over time.
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Tamminga	concludes:	“The	adjective,	
conjunction,	discourse	marker,	and	
preposition	forms	of	LIKE	are	in	lockstep	
throughout	the	entire	course	of	the	change,	
despite	order-of-magnitude	differences	in	
their	within-dataset	frequencies.”	
 

Dinkin	(2008)	conducted	a	detailed	consideration	of	a	change	which	is	in	progress	in	US	
English:	the	Northern	Cities	Shift,	which	can	affect	/ɪ,	ɛ,	æ,	ʌ/,	and	other	vowels,	at	its	
most	extreme,	analysing	measurements	of	a	large	number	of	tokens	of	vowels	involved.	
	

• one	representation	of	aspects	of	the	NCS	is	as	follows:	
	

	
	

	

Dinkin	finds	that	some	small	high	frequency	effect	seems	to	exist	for	/ɪ,	ɛ/	
• words	which	contain	these	vowels	move	a	little	more	in	the	direction	of	the	shift	than	
infrequent	words	

• however:	the	opposite	effect	exists	for	/æ,	ʌ/	(and	also	/ʊ/	which	is	not	involved	in	the	
NCS)	as	words	which	contain	/æ,	ʌ/	move	a	little	less	in	the	direction	of	the	shift	than	
infrequent	words	
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Chain shifts and mergers are often alternative 
outcomes to a similar change event since they 
both can involve the encroachment of one 
phoneme on the phonetic space of another. 

From a functionalist perspective, chain shifts 
are motivated by the “communicative needs” 
of the speakers while mergers are caused by 
“articulatory and mental inertia” (Martinet 
1964: 169). 

Merger by drift/approximation (Harris 1985: 310)

Mechanisms and motivations for chain shifts

Martinet (1952: 152): chain shifts functionally 
motivated by “the preservation of a useful 
phonemic opposition”

Lass (1978: 266) rejects the idea that people 
“can make comparisons between the present 
state of their language and some as yet 
unrealized one, and opt for one or the other”, 
arguing that it is the reflex of a purely 
mechanical process   

A view of the Northern Cities Shift
(based on Labov 2010:15)



This	seems	paradoxical,	but	Dinkin	shows	that	it	is	understandable	along	the	following	lines:	
	

• the	NCS	changes	that	affect	/ɪ,	ɛ/	involve	centralisation	
	

• the	NCS	changes	that	affect	/æ,	ʌ/	involve	movements	away	from	the	centre	
	

	
	

• the	actual	frequency	effects	that	Dinkin	observes	have	nothing	to	do	with	the	
Northern	Cities	Shift	changes	

	

o the	frequency	effects	are	all	just	a	slight	synchronic	centralisation	effect	of	all	
segments	in	frequent	words		

	

o this	looks	like	the	same	kind	of	thing	as	the	‘time-thyme’	imperceptible	phonetic	
effect	of	‘word	reduction’	

	

Dinkin	(2008,	9)	“it	is	certainly	not	sound	change	in	progress	in	general	that	is	led	by	
more	frequent	words”	–	again,	conflicting	with	the	predictions	of	UBP.	
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How	do	things	stand	in	terms	of	the	full	balance	of	predictions...?	

	

1.	Low	frequency	(‘frequency	conserving’)	effects	should	exist	
• UBP		-	yes	ü	
• FP		-	yes	ü	
	
2.	High	frequency	effects	should	exist	
• UBP		-	yes	ü	(?)	
• FP		-	no	û	(?)	
	
3.	High	frequency	effects	should	always	exist	in	‘natural’	changes/rules	
• UBP		-	yes	û	
• FP		-	no	ü	
	



How	do	things	stand	in	terms	of	the	full	balance	of	predictions...?	

	

1.	Low	frequency	(‘frequency	conserving’)	effects	should	exist	
• UBP		-	yes	ü	
• FP		-	yes	ü	
	
2.	High	frequency	effects	should	exist	
• UBP		-	yes	ü	(?)	
• FP		-	no	û	(?)	
	
3.	High	frequency	effects	should	always	exist	in	‘natural’	changes/rules	
• UBP		-	yes	û	
• FP		-	no	ü	
	
4.	Frequency	effects,	like	all	phonological	generalisations,	should	always	be	gradient	
• UBP	 -	yes	
• FP	-	no	
• will	it	make	all	the	difference...?	
	
	

	


