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The	
  need	
  for	
  human	
  simula*on	
  

•  How	
  do	
  we	
  know	
  our	
  models	
  are	
  relevant	
  to	
  
human	
  language?	
  
–  “Powerful	
  and	
  poten/ally	
  interes/ng	
  although	
  this	
  
approach	
  is,	
  its	
  failure	
  to	
  incorporate	
  more	
  realis/c	
  
condi/ons	
  (perhaps	
  because	
  these	
  would	
  be	
  more	
  
difficult	
  to	
  simulate)	
  sharply	
  reduces	
  any	
  contribu/on	
  
it	
  might	
  make	
  toward	
  unraveling	
  language	
  evolu/on.	
  
So	
  far,	
  it	
  is	
  a	
  classic	
  case	
  of	
  looking	
  for	
  your	
  car-­‐keys	
  
where	
  the	
  street-­‐lamps	
  are’’	
  Bickerton	
  (2007)	
  p.	
  522	
  

•  Can	
  we	
  show	
  the	
  same	
  processes	
  at	
  play	
  in	
  real	
  
language	
  learners?	
  



You	
  have	
  already	
  seen	
  some	
  human	
  
simula*on	
  on	
  this	
  course	
  



Why	
  do	
  experimentalists	
  need	
  
models?	
  

•  In	
  our	
  models,	
  we	
  know	
  exactly	
  what	
  we	
  put	
  
in	
  
– We	
  wrote	
  the	
  code	
  

•  For	
  experiments	
  with	
  humans,	
  we	
  don’t	
  
– We	
  don’t	
  know	
  how	
  humans	
  work	
  
– We	
  know	
  that	
  any	
  human	
  we	
  can	
  get	
  into	
  the	
  lab	
  
will	
  have	
  extensive	
  linguis*c	
  experience	
  



The	
  ideal	
  

•  Simula*on	
  models	
  to	
  build	
  nice,	
  clean	
  
accounts	
  of	
  the	
  mechanisms	
  involved	
  

•  Human	
  simula*on	
  to	
  test	
  whether	
  the	
  
assump*ons	
  of	
  the	
  models,	
  or	
  the	
  results,	
  
apply	
  to	
  ‘real	
  people’	
  	
  



This	
  talk:	
  an	
  example	
  

Language	
  structure	
  as	
  a	
  consequence	
  of	
  cultural	
  
evolu*on	
  in	
  response	
  to	
  two	
  pressures	
  
•  Learning	
  
– Favours	
  simplicity/compression	
  

•  Use	
  
– Favours	
  complexity/expressivity	
  



Collaborators	
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  Cornish	
  
University	
  of	
  S*rling	
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  2	
  



Experiment	
  1	
  
Kirby,	
  Cornish	
  &	
  Smith	
  (2008)	
  
An	
  ar*ficial	
  language	
  learning	
  experiment	
  
•  27	
  pictures	
  	
  

–  3	
  colours,	
  3	
  shapes,	
  3	
  movements	
  
•  Each	
  picture	
  associated	
  with	
  a	
  label	
  	
  

–  Typed	
  text	
  
•  Adult	
  par*cipant	
  repeatedly	
  trained	
  on	
  set	
  

of	
  picture-­‐label	
  pairs	
  	
  
–  Presented	
  with	
  picture	
  paired	
  with	
  label	
  

•  Then	
  tested	
  	
  
–  Presented	
  with	
  picture	
  only,	
  enter	
  label	
  
–  No	
  feedback,	
  no	
  communica*ve	
  task	
  

•  Based	
  on	
  model	
  from	
  Kirby	
  (2002)	
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Results:	
  decrease	
  in	
  error	
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Results:	
  decrease	
  in	
  error	
  



Ini*al	
  language	
  from	
  chain	
  4	
  

gepihemi	
  
pikuhemi	
  
mihe	
  

miwiniku	
  
kinimapi	
  
miwimi	
  

wimaku	
  
nihepi	
  
wikima	
  

miniki	
  
wigemi	
  
nipikuge	
  

gepinini	
  
mahekuki	
  
hema	
  

pinipi	
  
wikuki	
  
nipi	
  

kunige	
  
kimaki	
  
winige	
  

kihemiwi	
  
kikumi	
  
wige	
  

miki	
  
pimikihe	
  
kinimage	
  



Final	
  language	
  from	
  chain	
  4	
  

poi	
  
poi	
  
poi	
  

tupim	
  
miniku	
  
tupin	
  

tuge	
  
tuge	
  
tuge	
  

tuge	
  
tuge	
  
tuge	
  

tuge	
  
tuge	
  
tuge	
  

tupim	
  
miniku	
  
tupin	
  

poi	
  
poi	
  
poi	
  

tupim	
  
miniku	
  
tupin	
  

poi	
  
poi	
  
poi	
  



Final	
  language	
  from	
  chain	
  1	
  (!)	
  

nepa	
  
nepa	
  
nepa	
  

nepa	
  
nepa	
  
nepa	
  

nepa	
  
nepa	
  
nepa	
  

nepa	
  
nepa	
  
nepa	
  

nepa	
  
nepa	
  
nepa	
  

nepa	
  
nepa	
  
nepa	
  

nemene	
  
nepa	
  
nepa	
  

nepa	
  
nepa	
  
nepa	
  

nepa	
  
nepa	
  
nepa	
  



The	
  languages	
  become	
  degenerate	
  
	
  



Learnability	
  and	
  degeneracy	
  

Learners	
  prefer	
  simpler	
  languages	
  
	
  
The	
  only	
  pressure	
  in	
  Experiment	
  1	
  is	
  learnability	
  
•  The	
  languages	
  don’t	
  need	
  to	
  be	
  expressive	
  
•  They	
  get	
  very	
  simple	
  
	
  

Can	
  we	
  add	
  in	
  a	
  pressure	
  for	
  expressivity?	
  
	
  



Experiment	
  2:	
  Adding	
  communica*on,	
  removing	
  
learning	
  

Exp	
  1	
   Exp	
  2,	
  Chains	
  



Experiment	
  2:	
  Adding	
  communica*on,	
  removing	
  
learning	
  

Exp	
  1	
   Exp	
  2,	
  Chains	
   Exp	
  2,	
  Dyads	
  



Experiment	
  2	
  
Kirby,	
  Tamariz,	
  Cornish	
  &	
  Smith	
  (forthcoming)	
  
•  12	
  pictures	
  

–  3	
  shapes,	
  4	
  paferns	
  
•  Each	
  picture	
  associated	
  with	
  a	
  label	
  	
  

–  Typed	
  text	
  
•  Repeated	
  training	
  on	
  12	
  picture-­‐label	
  pairs	
  

–  As	
  before	
  
•  Communica6ve	
  tes6ng	
  

–  Director:	
  given	
  picture,	
  provide	
  label	
  
–  Matcher:	
  given	
  label,	
  iden*fy	
  picture	
  from	
  
array	
  

–  Feedback	
  provided,	
  prizes	
  available!	
  



Iterated	
  learning	
  
Chains	
   Dyads	
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Results:	
  decrease	
  in	
  error	
  

Cumulative decrease in error (Chains: L=333, m=4, n=6, p=0.006; Dyads: 
L=516, m=6, n=6, p<0.001) 
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  increase	
  in	
  score	
  

Cumulative increase in score (Chains: L=332, m=4, n=6, p=0.008; Dyads: 
L=533, m=6, n=6, p<0.001) 
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megemume
 megi
 lameme


mugimemu
 giwulami
 nomenoge


wugi
 wumume
 gemulawu


lamege
 wulamugi
 megiwuwa


An	
  ini*al	
  language	
  



A	
  final	
  language	
  from	
  a	
  chain	
  

egewawu
 mega
 gamenewawu


egewawa
 megawawa
 gamenewawa


egewuwu
 megawuwu
 gamenewuwu


ege
 wulagi
 gamane




Learnability	
  +	
  expressivity	
  =	
  structure	
  



Learnability,	
  expressivity	
  and	
  structure	
  

Learners	
  prefer	
  simpler	
  languages	
  
Users	
  prefer	
  expressive	
  languages	
  
The	
  simplest	
  expressive	
  language	
  is	
  composi*onal	
  
•  7	
  words	
  plus	
  1	
  rule	
  is	
  the	
  most	
  compressed	
  
language	
  which	
  generates	
  12	
  dis*nct	
  labels	
  

	
  
What	
  if	
  we	
  take	
  away	
  the	
  pressure	
  for	
  learnability?	
  



An	
  ini*al	
  language	
  

mokimu
 moko
 konu


kimuwahu
 wahuhu
 lawa


kinuki
 wekihu
 mohumu


mukimuwa
 numu
 wakimu




A	
  final	
  holis6c	
  language	
  from	
  a	
  dyad	
  

manunumoko
 moko
 konu


wekihumanunu
 mokowekihu
 lawa


makihu
 mahiku
 wekihulawa


manunumonu
 nomu
 wekihu




The	
  theory	
  

HOLISTIC
STRUCTURED
DEGENERATE


Pressure	
  from	
  learning/transmission	
  

Pressure	
  from	
  communica*on	
  

COMPRESSIBLE	
  

EXPRESSIVE	
  



Tes*ng	
  the	
  theory:	
  Simula*ng	
  Iterated	
  
Learning	
  
Allows	
  us	
  to	
  manipulate:	
  
•  Pressure	
  for	
  expressivity	
  

–  Communica*on?	
  
–  Unambiguous	
  communica*on?	
  

•  Pressure	
  from	
  new	
  learners	
  
–  Transmission	
  to	
  naïve	
  individuals?	
  

•  Biases	
  of	
  learners	
  
–  Experiments	
  involve	
  English	
  speakers	
  
–  Strength	
  of	
  preference	
  for	
  simplicity	
  

•  Popula*on	
  structure	
  
–  Beyond	
  dyads	
  and	
  chains	
  

•  Memory	
  	
  
•  …	
  



Tes*ng	
  the	
  theory:	
  Bayesian	
  Iterated	
  
Learning	
  
Allows	
  us	
  to	
  manipulate:	
  
•  Pressure	
  for	
  expressivity	
  

–  Communica*on?	
  
–  Unambiguous	
  communica*on?	
  

•  Pressure	
  from	
  new	
  learners	
  
–  Transmission	
  to	
  naïve	
  individuals?	
  

•  Biases	
  of	
  learners	
  
–  Experiments	
  involve	
  English	
  speakers	
  
–  Strength	
  of	
  preference	
  for	
  simplicity	
  

•  Popula*on	
  structure	
  
–  Beyond	
  dyads	
  and	
  chains	
  

•  Memory	
  	
  
•  …	
  



Learning	
  as	
  Bayesian	
  inference	
  

Data:	
  meaning-­‐signal	
  pairs	
  
Languages:	
  specify	
  signals	
  for	
  meanings	
  

Likelihood	
  p(d|l):	
  model	
  of	
  language	
  use	
  
Prior	
  p(l):	
  learner	
  preference	
  for	
  compressible	
  
languages	
  (shorter	
  coding	
  length)	
  

d 

d 

P(l | d)∝P(d | l)P(l)



Example	
  languages	
  (from	
  set	
  of	
  256)	
  

Degenerate	
  

→	
  aa	
  	
  

→	
  aa	
  	
  

→	
  aa	
  	
  

→	
  aa	
  	
  

Structured	
  

→	
  aa	
  	
  

→	
  ab	
  	
  

→	
  ba	
  	
  

→	
  bb	
  	
  

Holis6c	
  

→	
  bb	
  

→	
  aa	
  

→	
  ba	
  

→	
  ab	
  



The	
  prior	
  

Degenerate	
  

→	
  aa	
  	
  

→	
  aa	
  	
  

→	
  aa	
  	
  

→	
  aa	
  	
  

Structured	
  

→	
  aa	
  	
  

→	
  ab	
  	
  

→	
  ba	
  	
  

→	
  bb	
  	
  

Holis6c	
  

→	
  bb	
  

→	
  aa	
  

→	
  ba	
  

→	
  ab	
  

> >

Preference	
  for	
  compressibility	
  
•  Coding	
  length	
  of	
  grammar	
  for	
  each	
  language	
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The	
  prior	
  (log	
  scale)	
  
Pr

io
r p

ro
ba

bi
lit

y

10−10

10−9

10−8

10−7

10−6

10−5

10−4

10−3

10−2

10−1

1

Degenerate Holistic Compositional Other



Bayesian	
  inference	
  

Data:	
  meaning-­‐signal	
  pairs	
  (in	
  context)	
  
Hypotheses:	
  (distribu*ons	
  over)	
  languages	
  
	
  

Likelihood:	
  model	
  of	
  language	
  use	
  
Prior:	
  preference	
  for	
  simple	
  languages	
  

P (h|d) � P (d|h)P (h)



Meanings	
  and	
  languages	
  

•  Meanings	
  and	
  signals:	
  vary	
  along	
  2	
  binary	
  
dimensions	
  
– Meanings:	
  00,01,10,11	
  
– Signals:	
  aa,	
  ab,	
  ba,	
  bb	
  

•  Language:	
  specifies	
  a	
  signal	
  for	
  each	
  meaning	
  
– 256	
  possible	
  languages	
  

	
  
	
  



Likelihood	
  

My	
  language	
  
	
   	
  →	
  aa	
  	
  	
  
	
   	
  →	
  ab	
  
	
  	
  	
  	
  	
  	
  	
  →	
  bb	
  

	
  →	
  bb	
  

The	
  context	
  
	
  

Likelihoods	
  
P(aa	
  |	
  My	
  language)	
  ∝	
  1-­‐ε	
  	
  
P(ab	
  |	
  My	
  language)	
  ∝	
  ε/3	
  
P(ba	
  |	
  My	
  language)	
  ∝	
  ε/3	
  
P(bb	
  |	
  My	
  language)	
  ∝	
  ε/3	
  
	
  

P(signal	
  |	
  language,	
  context)	
  ∝	
  (1/ambiguity	
  in	
  context)α	
  

Frank	
  &	
  Goodman	
  (2012)	
  



Likelihood	
  

The	
  context	
  
	
  

Likelihoods	
  
P(aa	
  |	
  My	
  language)	
  ∝	
  ε/3	
  
P(ab	
  |	
  My	
  language)	
  ∝	
  ε/3	
  
P(ba	
  |	
  My	
  language)	
  ∝	
  ε/3	
  
P(bb	
  |	
  My	
  language)	
  ∝	
  1-­‐ε	
  
	
  

My	
  language	
  
	
  →	
  aa	
  	
  	
  
	
  →	
  ab	
  
	
  →	
  bb	
  
	
  →	
  bb	
  

P(signal	
  |	
  language,	
  context)	
  ∝	
  (1/ambiguity	
  in	
  context)α	
  

Frank	
  &	
  Goodman,	
  2012,	
  Science	
  



Likelihood	
  

The	
  context	
  
	
  

Likelihoods	
  
P(aa	
  |	
  My	
  language)	
  ∝	
  ε/3	
  
P(ab	
  |	
  My	
  language)	
  ∝	
  ε/3	
  
P(ba	
  |	
  My	
  language)	
  ∝	
  ε/3	
  
P(bb	
  |	
  My	
  language)	
  ∝	
  ½α(1-­‐ε)	
  
	
  

My	
  language	
  
	
  →	
  aa	
  	
  	
  
	
  →	
  ab	
  
	
  →	
  bb	
  
	
  →	
  bb	
  

P(signal	
  |	
  language,	
  context)	
  ∝	
  (1/ambiguity	
  in	
  context)α	
  

Frank	
  &	
  Goodman,	
  2012,	
  Science	
  



Likelihood	
  

Degenerate	
  

→	
  aa	
  	
  

→	
  aa	
  	
  

→	
  aa	
  	
  

→	
  aa	
  	
  

Structured	
  

→	
  aa	
  	
  

→	
  ab	
  	
  

→	
  ba	
  	
  

→	
  bb	
  	
  

Holis6c	
  

→	
  bb	
  

→	
  aa	
  

→	
  ba	
  

→	
  ab	
  

< =



Learning	
  as	
  Bayesian	
  inference	
  

Data:	
  meaning-­‐signal	
  pairs	
  
Languages:	
  specify	
  signals	
  for	
  meanings	
  

Likelihood	
  p(d|l):	
  model	
  of	
  language	
  use	
  
•  Avoid	
  uferances	
  which	
  are	
  ambiguous	
  in	
  context	
  
Prior	
  p(l):	
  learner	
  preference	
  for	
  compressible	
  
languages	
  (shorter	
  coding	
  length)	
  

d 

d 

P(l | d)∝P(d | l)P(l)



HOLISTIC
STRUCTURED
DEGENERATE


Pressure	
  from	
  learning/transmission	
  

Pressure	
  from	
  communica*on	
  

COMPRESSIBLE	
  

EXPRESSIVE	
  

>	
  

Pressure	
  from	
  communica*on	
  

Pressure	
  from	
  learning/transmission	
  

>	
  
<	
   =	
  

→	
  aa	
  	
  

→	
  aa	
  	
  

→	
  aa	
  	
  

→	
  aa	
  	
  

→	
  aa	
  	
  

→	
  ab	
  	
  

→	
  ba	
  	
  

→	
  bb	
  	
  

→	
  bb	
  

→	
  aa	
  

→	
  ba	
  

→	
  ab	
  



Simula*on	
  of	
  Exp	
  1	
  

•  Members	
  of	
  pairs	
  interact	
  
•  But	
  they	
  don’t	
  care	
  about	
  
communica*on:	
  α=0	
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Simula*on	
  of	
  Exp	
  1	
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Simula*on	
  of	
  Exp	
  2,	
  Chains	
  

•  Members	
  of	
  pairs	
  interact	
  
•  They	
  care	
  about	
  
communica*on:	
  α=2	
  



Simula*on	
  of	
  Exp	
  2,	
  Chains	
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Simula*on	
  of	
  Exp	
  2,	
  Chains	
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Simula*on	
  of	
  Exp	
  2,	
  Dyads	
  

•  Members	
  of	
  pairs	
  interact	
  
•  They	
  care	
  about	
  
communica*on:	
  α=2	
  

•  They	
  learn	
  from	
  their	
  own	
  
previous	
  output:	
  no	
  naïve	
  
learners	
  



Simula*on	
  of	
  Exp	
  2,	
  Dyads	
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Simula*on	
  of	
  Exp	
  2,	
  Dyads	
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What’s	
  required	
  for	
  structure	
  in	
  
language?	
  

•  A	
  general	
  preference	
  for	
  simplicity/
compressibility	
  

•  A	
  communica*ve	
  task	
  
•  Communica*on	
  with	
  naïve	
  individuals	
  
– This	
  might	
  differ	
  across	
  popula*ons	
  

Once	
  these	
  are	
  in	
  place,	
  cultural	
  evolu6on	
  
delivers	
  structure	
  



The	
  value	
  of	
  modelling	
  

•  Clean	
  implementa*on	
  of	
  theory	
  
•  Allows	
  you	
  to	
  generate	
  predic*ons	
  of	
  theory,	
  
check	
  against	
  real-­‐world	
  data	
  

•  Par*cularly	
  valuable	
  when	
  theories	
  are	
  hard	
  
to	
  understand	
  through	
  purely	
  verbal	
  
reasoning	
  
– e.g.	
  systems	
  involving	
  interac*ons	
  between	
  
learning,	
  culture,	
  biology	
  



The	
  value	
  of	
  human	
  simula*on	
  

•  Scien*fically:	
  it’s	
  important	
  to	
  be	
  confident	
  
that	
  our	
  models	
  are	
  relevant	
  to	
  the	
  
behaviour/species	
  we	
  are	
  interested	
  in	
  

•  Pragma*cally:	
  people	
  seem	
  to	
  find	
  
experiments	
  more	
  diges*ble	
  than	
  models	
  

The	
  ideal:	
  a	
  combina6on	
  of	
  the	
  two	
  



Liked	
  this	
  course?	
  Do	
  the	
  MSc!	
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