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Tone loss in Sranan Creole: rethinking contact-motivated change 
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BACKGROUND.   In the family of Surinamese creoles, Sranan is a purely stress-accent 
language, whereas both Ndyuka and Saramaccan exhibit phonological tone in addition to stress. 
Alleyne (1980) and Devonish (1989;2002) assume that the proto-creole had phonological tone, 
which Sranan lost in conjunction with late innovation of onset consonant clusters. I contend that, 
while tone was likely present in the proto-creole, it only acquired distinctive phonological status 
in Ndyuka and Saramaccan after removal of original liquid clusters through epenthesis in CR- 
onsets and intervocalic liquid deletion. Syllable restructuring created mismatches in the 
placement of tone and stress, which encouraged the retention of both prosodic phenomena. 

PREVIOUS ACCOUNTS.   Alleyne and Devonish both believe that CV structure was canonical 
in early Suriname creole and Sranan onset clusters were a late development associated with 
Dutch superstrate influence. Alleyne argues that stress took a primary role Sranan in direct 
emulation of Dutch prosody, after which unstressed vowels became susceptible to deletion, e.g. 
‘creek’ > kiˈríki > kiˈriki >ˈkriki. In Devonish’s view it is syllable structure that Sranan modeled 
after Dutch, and stress accent went from a secondary to primary feature as a by-product, e.g. 
‘creek’ > kiˈríki > ˈkríki > ˈkriki. Under both analyses, Ndyuka and Saramaccan undergo only a 
trivial change of liquid deletion, e.g. ‘creek’ > kiˈríki > ˈkiíki, and are otherwise conservative. 

However, Aceto (1996) argues for the presence of CR- onsets in the proto-creole, based on the 
widespread regular appearance of orthographic clusters in our earliest Saramaccan documents, 
and also on the recording of clusters even when the donor words already conformed to CV 
structure (e.g. ‘believe’ > bribi and ‘aborrecer’ > brusséh in 18th century Saramaccan). These 
findings necessitate a re-thinking of the causal relationship between syllable re-structuring and 
prosodic change. If CR- onsets were indeed an original feature of the proto-creole, the 
development of consonant clusters could not have been what directly caused Sranan tone loss.  

ANALYSIS.   I argue Ndyuka and Saramaccan independently innovated heavy syllables through 
a process of epenthesis and liquid deletion. According to Huttar (1994) and Rountree (1972), 
these newly created heavy syllables attract stress away from its original position, e.g. in Ndyuka 
‘fly-mouse’ (i.e. ‘bat’) >*fleˈmúsu >*feleˈmúsu >ˈfeemúsu. This created mismatches between the 
location of H tone and main stress. Before the creation of heavy syllables via epenthesis and 
liquid deletion, the assignments of underlying H tone and stress coincided naturally, as they 
continued to do in Sranan. With fully redundant distributions of H tone and stress, Sranan was 
susceptible to prioritization of one over the other. Only at this point did Dutch influence come 
into play, pushing the Sranan prosodic system to level in favor of stress-accent rather than tone. 
Thus Sranan tone loss is an innovation, but its syllable structure is conservative. Meanwhile 
innovatory syllable re-structuring in Ndyuka & Saramaccan contributed to conservation of tone 
and an increased, distinctive role of tone in these languages’ phonological systems. 

My analysis: ‘creek’ > ˈkríki > ˈkriki  (Sranan) 
 ‘creek’ > ˈkríki > kiˈríki > ˈkiíki  (Ndyuka & Saramaccan) 

Previous accounts of Sranan tone loss label Ndyuka and Saramaccan as conservative, and 
Sranan the innovator—with my reevaluation of cause and effect, Ι have shown that these labels 
are not applicable, as all three creoles both innovate and conserve, and that innovation in one 
area can inhibit change in another. Further, these accounts depend on language contact being able 
to directly induce major phonological innovations, whether introducing new syllable types or 
new systems of stress and accent. I suggest language contact only triggers systemic phonological 
change when there is an internally motivated vulnerability pre-existing in the language.  
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The impact of lexical token frequency on phonetic implementation has been argued to support Exemplar 

Theory in the following way (Bybee 1998, 2002; Pierrehumbert 2001, 2002):  

(a) Synchronically, high-frequency lexical items exhibit more coarticulation and reduction than low-

frequency items (e.g. Dinkin 2008, Gahl 2008, Myers & Li 2009, among many others). 

(b) This is because, in diachronic processes of lenition, frequent words change at a faster rate than infrequent 

ones. 

(c) In turn, this is because high-frequency items suffer greater exposure to phonetic biases in production and 

perception than low-frequency items, and the effects of this difference are directly registered in 

phonetically detailed lexical representations. 

  This argument suffers from several problems. Hypothesis (b) has not been corroborated by actual 

diachronic observations in real or apparent time. Indeed, (a) does not logically entail (b): as acknowledged by 

Hay et al. (2015), frequent items can be ahead of infrequent ones, and yet change at the same rate. In such a 

scenario, the impact of frequency gives rise to a constant rate effect (CRE) in the sense of Kroch (1989): 

when modelled as logistic functions, the curves of change for high- and low-frequency items exhibit different 

intercepts but equal slopes. The existence of CREs in phonology was established by Fruehwald et al. (2013). 

Without drawing an explicit connection with Kroch’s concept, Zellou & Tamminga (2014) report an instance 

of gradient coarticulatory change affecting high- and low-frequency items at the same rate. As regards (c), the 

empirical predictions of Exemplar Theory remain unclear. Sóskuthy (2014) shows that, in the absence of ad 

hoc stipulations, the inertia of a large exemplar cloud will cancel out the effects of greater exposure to 

phonetic bias. In addition, Hay et al. (2015) propose an exemplar-based account for a sound change 

apparently led by low-frequency words. 

  In this paper, we challenge (b) with evidence from a CRE in /t/-glottalling in Manchester English. As 

expected, token frequency has a strong effect on /t/-glottalling, but during the 20
th

 century the proportion of 

glottal realizations increases at the same rate in high- and low-frequency wordforms. Our data come from a 

sociolinguistically stratified sample of  49 speakers born between 1926 and 1985, and raised in Manchester 

from age 3 or younger. 8,255 tokens of /t/ in word-medial and word-final positions were auditorily coded as 

glottal, i.e. [ʔ], or nonglottal. Each wordform was assigned a frequency score on a Zipf scale based on the 

SUBTLEX-UK corpus (van Heuven et al. 2014). Figure 1 shows that the curves of change in apparent time 

for high- and low-frequency items are parallel. Figure 2 shows that, when compared to the overall rate of /t/-

glottalling, the average glottalling rate of the highest-frequency words fails to increase with time, and that of 

the lowest-frequency words fails to decrease. A generalized mixed-effects logistic regression model with 

frequency (as a continuous variable), birthyear, social class, and following segment as fixed effects provides 

the best fit for the data; speaker and word were included as random effects. Crucially, a birthyear:frequency 

interaction proves not to be significant, and adding it does not improve on the model without the interaction 

(by ANOVA comparison). We conclude that the impact of token frequency on the rise of /t/-glottalling in 

Manchester English produced a CRE, with all wordforms changing at the same rate. 

                                 Figure 1                                                             Figure 2 
  The absence of evidence for (b) suggests that alternatives to (c) should be considered. Frequency-

driven CREs are consistent with modified versions of classical modular architectures in which neogrammarian 

innovation is effected through change in phonetic implementation rules referring to phonological categories in 

surface representations (Bermúdez-Otero 2015: §2.2), whilst the impact of token frequency is produced by 

orthogonal mechanisms. 

 



�Ʃƺƹƣƿƫơ ᄬƹƺƹᅟᄭƣǃƻƶƞƹƞƿƫƺƹ ƫƹ Ʃƫƾƿƺƽƫơƞƶ ƻƩƺƹƺƶƺƨǄᄘ Ƣǀƽƞƿƫƺƹᄕ ƩƞƽƸƺƹǄᄕ ƞƹƢ ƢƫƾƾƫƸƫƶƞƿƫƺƹ
�ƣƽƿ �ƺƿƸƞ �ƞǁƣƶ 
ƺƾƞƢ �ƫƢƣƿƺƾƩƫ �ƩƫƽƞƫƾƩƫ

�ƣƫƢƣƹ �ƹƫǁƣƽƾƫƿǄ �ƹƫǁƣƽƾƫƿǄ ƺƤ 	ƢƫƹƟǀƽƨƩ �ƞƻƻƺƽƺ �ƞƴǀƫƹ �ƹƫǁƣƽƾƫƿǄ


ƹ ƿƩƫƾ ƻƞƻƣƽ ǂƣ ơƺƹƾƫƢƣƽ ƿƩƣ Ƣƫǁƣƽƨƫƹƨ ƻƩƺƹƺƶƺƨƫǅƞƿƫƺƹ ƻƞƿƩƾ ƺƤ ƞ ƾƫƹƨƶƣ ƻƩƺƹƣƿƫơ ƻƩƣƹƺƸƣƹƺƹᄕ
ƹƞƸƣƶǄ Ƣǀƽƞƿƫƺƹƞƶ ƿƽƞƢƣᅟƺƦƤƾ Ɵƣƿǂƣƣƹ ƹƣƫƨƩƟƺǀƽƫƹƨ ǁƺǂƣƶƾᄙ �ƣ ƾƩƺǂ ƿƩƞƿ ƿƩƣ ƾƩƺƽƿƹƣƾƾ ƺƤ ƞ ǁƺǂƣƶ
ƽƣƶƞƿƫǁƣ ƿƺ ƞ ƹƣƫƨƩƟƺǀƽƫƹƨ ƺƹƣ ơƞƹ ƨƫǁƣ ƽƫƾƣ ƿƺ ƟƺƿƩ ƞƾƾƫƸƫƶƞƿƺƽǄ ƞƹƢ ƢƫƾƾƫƸƫƶƞƿƺƽǄ ƻƩƺƹƺƶƺƨƫơƞƶ ƻƞƿᅟ
ƿƣƽƹƾᄙ �Ʃƫƶƣ ƿƩƫƾ ƞƸƟƫƨǀƫƿǄ ƫƾ ơƺƹƾƫƾƿƣƹƿ ǂƫƿƩ ƿƩƣ ƾƿƺơƩƞƾƿƫơ ƹƞƿǀƽƣ ƺƤ ƻƩƺƹƺƶƺƨƫǅƞƿƫƺƹ ƻƺƾƫƿƣƢ ƟǄ
ƣǁƺƶǀƿƫƺƹƞƽǄ ƸƺƢƣƶƾ ƺƤ Ʃƫƾƿƺƽƫơƞƶ ƻƩƺƹƺƶƺƨǄ ᄬ�ƶƣǁƫƹƾ ᇴᇲᇲᇶᄭᄕ ǂƣ ƾǀƨƨƣƾƿ ƿƩƞƿ ƿƩƫƾ ƶƞƿƫƿǀƢƣ ǂƣƞƴƣƹƾ
ƿƩƣƾƣ ƸƺƢƣƶƾᅷ ƻƽƣƢƫơƿƫǁƣ ƻƺǂƣƽᄙ

�ƾ ƢƫƾơǀƾƾƣƢ ƫƹ Ƣƣƿƞƫƶ ƟǄ �ƞƽƹƣƾ ᄬᇴᇲᇲᇸᄭᄕ ƽƣƶƞƿƫǁƣ ƾƩƺƽƿƹƣƾƾ ƻƽƺƸƺƿƣƾ ǀƹƾƿƽƣƾƾƣƢ ǁƺǂƣƶ ƽƣƢǀơᅟ
ƿƫƺƹᄕ ǂƩƫơƩ ƣƹƢƞƹƨƣƽƾ ơǀƣƾ ƿƺ ƾƺƸƣ ǁƺơƞƶƫơ ơƺƹƿƽƞƾƿƾᄕ ƣƾƻƣơƫƞƶƶǄ ƩƣƫƨƩƿᄙ �Ʃƫƾ ƶƣƞƢƾ ƿƺ ƞƸƟƫƨǀƫƿǄ ƫƹ
ǂƣƞƴ ƻƺƾƫƿƫƺƹƾᄕ ơƽƣƞƿƫƹƨ ƿƩƣ ƻƺƿƣƹƿƫƞƶ Ƥƺƽ ƩǄƻƣƽơƺƽƽƣơƿƫƺƹ ᄬ�Ʃƞƶƞ ᇳᇻᇺᇳᄭ ƞƹƢ ƿƩǀƾ ƻƩƺƹƺƶƺƨƫơƞƶ ơƩƞƹƨƣ
ǂƩƣƽƣƟǄ ƿƩƣ ǁƺǂƣƶ ƫƹ ƞ ǂƣƞƴ ƻƺƾƫƿƫƺƹ ƫƾ ƫƹƿƣƽƻƽƣƿƣƢ ƞƾ ƫƢƣƹƿƫơƞƶ ᄬƺƽ ƞƿ ƶƣƞƾƿ ƾƫƸƫƶƞƽᄭ ƿƺ ƿƩƞƿ ƫƹ ƞ ƾƿƽƺƹƨ
ƻƺƾƫƿƫƺƹᄙ �ƣ ƻƽƣƾƣƹƿ ƞ ƢƣƿƞƫƶƣƢ ƞƹƞƶǄƾƫƾ ƺƤ ƾƿƽƣƾƾᅟƢƣƻƣƹƢƣƹƿ ƩƣƫƨƩƿ ƩƞƽƸƺƹǄ ƫƹ �ƫǁƴƩ ǂƩƺƾƣ ƺƽƫƨƫƹ
ơƞƹ Ɵƣ ƻƶƞǀƾƫƟƶǄ ƽƣơƺƹƾƿƽǀơƿƣƢ ǀƾƫƹƨ ưǀƾƿ ƾǀơƩ ƞ ƾơƣƹƞƽƫƺᄙ 
ƹ ƞ ƾƿǀƢǄ ƺƤ ᇴᇻᇳ ƢƫƾǄƶƶƞƟƫơ ƽƺƺƿƾᄕ ǂƣ ƧƬƹƢ ƞ
ƾƿƽƺƹƨ ƻƽƣƤƣƽƣƹơƣ Ƥƺƽ ƿƩƣ ǁƺǂƣƶƾ ƿƺ Ɵƣ ƫƢƣƹƿƫơƞƶᄕ ƞƾ ǂƣƶƶ ƞƾ ƞ ƾƿƽƺƹƨ ƢƫƾƻƽƣƤƣƽƣƹơƣ Ƥƺƽ ƾƣơƺƹƢ ǁƺǂƣƶƾ
Ɵƣƫƹƨ ƹƺƹᅟƩƫƨƩ ǀƹƶƣƾƾ ƶƫơƣƹƾƣƢ ƟǄ ƞ ƻƽƣơƣƢƫƹƨ ᄬƫƢƣƞƶƶǄ ƫƢƣƹƿƫơƞƶᄭ ƹƺƹᅟƩƫƨƩ ǁƺǂƣƶᄙ �ƣ ƫƹƿƣƽƻƽƣƿ ƿƩƣƾƣ
ƽƣƾǀƶƿƾ ƞƾ ƫƹƢƫơƞƿƫƹƨ ƿƩƞƿ �ƫǁƴƩ ƻƺƾƾƣƾƾƣƾ ƞ ƾǄƾƿƣƸ ƺƤ ƩƣƫƨƩƿ ƩƞƽƸƺƹǄᄙ �ƣƞƾǀƽƣƸƣƹƿ ƺƤ ǁƺǂƣƶ Ƣǀƽƞᅟ
ƿƫƺƹ ƫƹ ƧƬƣƶƢ Ƹƞƿƣƽƫƞƶƾ ơƺƹƧƬƽƸƾ ƿƩƣ ƽƣƶƞƿƫǁƣ ƾƩƺƽƿƹƣƾƾ ƺƤ ǀƹƾƿƽƣƾƾƣƢ ǁƺǂƣƶƾᄕ ǂƩƫơƩ ƫƾ ơƺƹƾƫƾƿƣƹƿ ǂƫƿƩ
ƿƩƣ ƾơƣƹƞƽƫƺ ƻƽƺƻƺƾƣƢ ƟǄ �ƞƽƹƣƾ ᄬᇴᇲᇲᇸᄭᄙ � ƾƫƸƫƶƞƽ ƽƺƶƣ Ƥƺƽ ƽƣƢǀơƣƢ ƽƣƶƞƿƫǁƣ Ƣǀƽƞƿƫƺƹ ƫƹ ƿƩƣ ƨƣƹƣƾƫƾ
ƺƤ ƩƞƽƸƺƹǄ ƾǄƾƿƣƸƾ ơƞƹ Ɵƣ ƻƺƾƫƿƣƢ Ƥƺƽ �ƞƶƶƺᅟ�ƺƸƞƹơƣ ᄬ�ƣƶǀơơƩƫ ᇴᇲᇳᇵᄭ ƞƹƢ ơƣƹƿƽƞƶ �ƺƽƿƩ �ƣƽƸƞƹƫơ
ᄬ�ƣƾƾƣƶƸƞƹ ᇳᇻᇶᇺᅬᇳᇻᇷᇵᄭᄙ

� ǁƣƽǄ ƾƫƸƫƶƞƽ ƻƩƺƹƣƿƫơ ƻƽƣơǀƽƾƺƽᄕ Ʃƺǂƣǁƣƽᄕ Ʃƞƾ Ɵƣƣƹ ƻƺƾƫƿƣƢ ƿƺ ƞơơƺǀƹƿ Ƥƺƽ ơƩƺƺƩƴƩƳƞƻƩƶƵ ƻƩƣᅟ
ƹƺƸƣƹƞ ƫƹǁƺƶǁƫƹƨ ƩƣƫƨƩƿᄙ �ƣƶƣǁƞƹƿ ơƞƾƣƾ ƞƽƣ ƤƺǀƹƢᄕ ƞƸƺƹƨ ƺƿƩƣƽ ƶƞƹƨǀƞƨƣƾᄕ ƫƹ 	ƞƾƿ �ƶƞǁƫơ Ƣƫƞƶƣơƿƾ
ᄬƣᄙ ƨᄙ �ƽƺƾƾǂƩƫƿƣ ᇴᇲᇲᇲᄭᄕ 
ƽƫƾƩ ᄬ¸ �ȅ ᇳᇻᇺᇶᄭᄕ ƞƹƢ �ƣƶƾƩ ᄬ�ǂƟƣƽǄ ᇳᇻᇺᇸᄭᄙ 
ƺƽ ƫƹƾƿƞƹơƣᄕ ƫƹ �ƺƹƹƞơƩƿ 
ƽᅟ
ƫƾƩ ǂƣ ƧƬƹƢ ƽƣƢǀơƿƫƺƹ ƺƤ ƹƺƹᅟƩƫƨƩ ǁƺǂƣƶƾ ƿƺ ƩƫƨƩ ƟƣƤƺƽƣ ᄴƞᄬࢤᄭᄵ ᄬ�ƶƢ 
ƽƫƾƩ ƶƠƠƶƹƞƺ ᅵƩǀƹƨƣƽᅷᄕ ƟƹƞƻǃƵ ᅵƧƬƾƩ
ƾƻᄙᅷ→�ƺƢƣƽƹ ᄬ�ƺƹƹƞơƩƿᄭ 
ƽƫƾƩ ᄴ࢟Ѐƴƽƞƾᄵᄕ ᄴ࢟ƟƽЀƢ̥ࢤƹᄵᄭ Ɵǀƿ ƹƺƿ ƟƣƤƺƽƣ ƺƿƩƣƽ ƾƣơƺƹƢᅟƾǄƶƶƞƟƶƣ ǁƺǂƣƶƾ ᄬ�
ƽ
ƠƶƻƳƼơ ᅵƾƶƣƣƻᅷᄕ ơƢƩƹƢơ ᅵƣƹƢᅷ→�
ƽ ᄴ࢟ƴЂƶ̓ࢮᄵᄕ ᄴ࢟Ƣ͇ࡶƽ̓ࡶᄵᄭᄙ 
ƹ �ƣƶƾƩᄕ ƶƺƹƨ ƸƫƢ ǁƺǂƣƶƾ ƞƽƣ ƶƺǂƣƽƣƢ ƟƣƤƺƽƣ ƞ
ƩƫƨƩ ǁƺǂƣƶᄘ ᄴ࢟ƣࢤƢ͇ᄵ ᅵƾƿƽƫƹƨᅷ Ɵǀƿ ᄴ࢟ƿࢤ͇ࡴƟ͙ͮᄵ ᅵƾƫƸƫƶƞƽᅷᄙ �Ʃƣƾƣ ơƞƾƣƾ ơƞƹ Ɵƣ ƫƹƿƣƽƻƽƣƿƣƢ ƞƾ ƞƢưǀƾƿƫƹƨ ǁƺǂƣƶ
ƼǀƞƶƫƿǄ ƿƺ Ɵƽƫƹƨ ƿƩƣ ǁƺǂƣƶᅷƾ ƫƹƩƣƽƣƹƿ ƶƣƹƨƿƩ ƫƹ ƶƫƹƣǂƫƿƩ ƿƩƣ ƻƞƿƿƣƽƹ ƺƤ ƿƩƣ Ƣǀƽƞƿƫƺƹƞƶ ƿƽƞƢƣᅟƺƦƤᄕ ƶƣƞƢƫƹƨ
ƿƺ ƢƫƾƾƫƸƫƶƞƿƫƺƹᄙ

�Ʃǀƾᄕ ƾǄƹƿƞƨƸƞƿƫơ ƽƣƶƞƿƫƺƹƾƩƫƻƾ Ɵƣƿǂƣƣƹ ƿƩƣ Ƣǀƽƞƿƫƺƹƾ ƺƤ ƢƫƦƤƣƽƣƹƿ ǁƺǂƣƶƾᄕ ƫƹ ƻƞƽƿƫơǀƶƞƽ ƿƩƣ ƽƣᅟ
ƶƞƿƫǁƣ ƾƩƺƽƿƹƣƾƾ ƺƤ ƾƺƸƣ ǁƺǂƣƶƾ ơƺƸƻƞƽƣƢ ƿƺ ƺƿƩƣƽƾᄕ ơƞƹ Ɵƣ ƻƩƺƹƺƶƺƨƫǅƣƢ ƞƾ ƟƺƿƩ ƞƾƾƫƸƫƶƞƿƺƽǄ ƞƹƢ
ƢƫƾƾƫƸƫƶƞƿƺƽǄ ƻƞƿƿƣƽƹƾᄙ �Ʃƫƾ Ƥƞơƿ ƞƻƻƣƞƽƾ ƷƹƩƴƞ ƣƞƠƩƢ ƿƺ Ɵƣ ơƺƹƾƫƾƿƣƹƿ ǂƫƿƩ Ƥǀƹơƿƫƺƹƞƶƫƾƿ ƞƻƻƽƺƞơƩƣƾ
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Tracing the early development of a vowel shift 

David Bowie 
david.bowie@uaa.alaska.edu 

Studies of new dialect formation have, in some cases, traced the development of individual linguistic 
features from the formation of a community (see, e.g., Gordon et al. 2004; Kerswill & Williams 2005; 
Bowie 2012), but they have not generally traced the historical development of entire linguistic 
systems. This paper fills that gap by looking at the historical development of one variety of English, 
and tracing the development of that speech community’s participation in a pan-regional vowel shift. 

Though “the West” was identified as a single North American dialect region by Labov, Ash, & Boberg 
(2006), other work has found that Western US varieties might best be thought of as related, but 
certainly not unitary. That said, they do generally share a number of linguistic features, and one of 
the features that appears to be widely shared to a greater or lesser extent by Western US varieties is 
a set of changes in the vowel system variously known as the California Shift (e.g., Aiello 2009), the 
Canadian Shift (e.g., Clarke, Elms & Youssef 1995), and the Third Dialect Shift (e.g., Durian 2012). 

Studies of the variety of English spoken along the Wasatch Front of Utah have found a number of 
features associated with the Third Dialect Shift (Di Paolo 1992; Di Paolo & Faber 1990; Krahnke 1979; 
Lillie 1998; Reeves 2009, among others). However, none has looked at the historical changes that 
have led to this system, even though archival recordings exist that allow the development of Utah 
English linguistic features to be traced from the initial English-speaking settlement of the region in 
the mid-nineteenth century to the present (cf. Bowie 2003; Bowie 2012), including the period during 
which Utah was quite isolated geographically from the rest of the English-speaking world. This 
study, then, looks at the speech of representatives of the first generations of English speakers born 
in Utah and analyzes their production to trace the history of the development of the Third Dialect 
Shift there, and compares the trends found to those from other studies of the early development of 
new varieties (e.g., Gordon et al. 2004; Kerswill & Williams 2005; Calude & James 2011). 

Thirty speakers were analyzed, fifteen born during the first half century following permanent 
English-speaking settlement in what was to become Utah (i.e., 1847 to 1896), and fifteen born during 
the next half century (i.e., 1897 to 1946). Each individual’s speech was obtained from archived 
recordings of radio (and, in later years, television) broadcasts, sampled in years divisible by five 
beginning in 1940 (i.e., 1940, 1945, 1950, 1955, and so on); individuals appeared in multiple years 
across the sampled broadcasts, providing a sizable corpus for most speakers. Acoustic and 
impressionistic measurements of vowel production were obtained for all of the vowels involved in 
the Third Dialect Shift, as well as vowels that are not involved in the shift but that can be used to 
measure the degree of relative shift for those that are. 

The earliest-born speakers show a great degree of instability with regard to the vowels of the Third 
Dialect Shift, which is unsurprising given what we know about new dialect formation (e.g., Kerswill 
& Williams 2000; Kerswill & Williams 2005). There are, however, signs among that group that the 
Third Dialect Shift system was developing, and it clearly exists, at least partially, in its initial stages 
among the younger speakers. These findings are then analyzed in light of the demographic history 
of Utah, which provides some support for the possibility that its initial stages were brought to the 
West as the West was first undergoing English-language settlement. Further, the patterns exhibited 
by the speakers show the importance of looking at the influence of other systems in contact with 
the system under investigation when attempting to reconstruct the historical development of a 
linguistic system, and principles for doing so are outlined. 



$ QHZ FDVH RI ´UKLQRJORWWRSKLOLD�µ IURP
QDVDOL]DWLRQ WR DVSLUDWLRQ

6WHIDQR &RUHWWD
8QLYHUVLW\ RI <RUN

7KLV WDON LQYHVWLJDWHV WKH GLDFKURQLF GHYHORSPHQW RI �DSSDUHQWO\� LGLRV\Q�
FUDWLF SKRQRPRUSKRORJLFDO FRUUHVSRQGHQFHV WKDW UHODWH YHUEV DQG QRXQV
LQ &KHNH +ROR� DQ 2FHDQLF ODQJXDJH RI 6DQWD ,VDEHO �6RORPRQ ,VODQGV��
6XFK FRUUHVSRQGHQFHV DUH GLVWULEXWHG LQ ϧYH SDWWHUQV WKDW VHHP SKRQHWL�
FDOO\ XQUHODWHG ZLWK RQH DQRWKHU� 7KH RQO\ DXWKRUV GHDOLQJ ZLWK WKHVH LG�
LRV\QFUDVLHV� 7U\RQ 	 +DFNPDQ ������� VXUUHQGHU ZLWKRXW JLYLQJ D XQLϧHG
DFFRXQW DQG DVFULELQJ GLϱHUHQW SDWWHUQV WR GLϱHUHQW VRXUFHV� , DUJXH WKDW
WKH SKHQRPHQRQ NQRZ DV ´UKLQRJORWWRSKLOLDµ �0DWLVRϱ ����� FDQ SURYLGH
WKH PLVVLQJ OLQN WKDW VXSSRUWV WKH LGHD RI D FRPPRQ GLDFKURQLF RULJLQ IRU
DOO WKH SDWWHUQV�

7KH DQDO\VLV RI OH[LFDO GDWD IURP &KHNH +ROR �:KLWH HW DO� ����� VKRZHG
UHJXODU VHJPHQWDO SDWWHUQV EHWZHHQ VRPH YHUEV DQG WKHLU VHPDQWLFDOO\ UH�
ODWHG QRXQV� 7KHVH SDWWHUQV DUH JLYHQ ZLWK H[DPSOHV LQ 7DEOH �� 9HUEV WKDW
EHJLQ ZLWK DQ XQDVSLUDWHG YRLFHOHVV VWRS ��S�� �W� RU �N�� FRUUHVSRQG WR
QRXQV ZLWK DQ DVSLUDWHG VWRS ��Sф�� �Wф� RU �Nф�� 3DWWHUQ , LQ 7DEOH ��� 9HUEV
WKDW VWDUW ZLWK WKH OLTXLGV �U� O� DGG �J� WR IRUP WKH QRXQ �3DWWHUQ ,,�� 7KH
LQLWLDO IULFDWLYH �࣢� LQ YHUEV LV D VWRS �J� LQ QRXQV �3DWWHUQ ,,,�� 9HUEV WKDW
EHJLQ ZLWK �K� KDYH WKHLU QRPLQDO FRXQWHUSDUW EHJLQQLQJ ZLWK �Qલ� �3DWWHUQ
,9�� )LQDOO\� RWKHU QRXQV KDYH �QD� EHIRUH WKH FRUUHVSRQGLQJ YHUEDO EDVH
�3DWWHUQ 9��

, DUJXH WKDW DOO WKH FRUUHVSRQGHQFHV DUH WKH RXWFRPH RI GLϱHUHQW SKR�
QHWLF FKDQJHV WKDW RSHUDWHG RQ WKH VDPH VRXUFH� WKH 32ය DUWLFOH 
�QD��

7DEOH �� 3DWWHUQV RI FRUUHVSRQGHQFHV LQ YHUEV DQG QRXQV LQ &KHNH +ROR
3DWWHUQ 9HUE 1RXQ ([DPSOHV

, S�� W�� N� Sф�� Wф�� Nф� �SRUH� ¶WR FRPE· ² �SфRUH� ¶FRPE·
,, U�� O� JU�� JO� �OHKH� ¶WR GLH· ² �JOHKH� ¶GHDWK·
,,, ࣢� J� �࣢RUલD� ¶WR SDGGOH· ² �JRUલD� ¶SDGGOH·
,9 K� Qલ� �KDUX� ¶WR WLH· ² �QલDUX� ¶NQRW·
9 RWKHU QD��RWKHU� �IQHUD� ¶WR ZRXQG· ² �QDIQHUD� ¶ZRXQG·
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6LPLODU FDVHV RI DUWLFOH FRQFUHWLRQ DUH UHFRJQL]HG LQ VHYHUDO ODQJXDJHV RI
2FHDQLD� 7KH IRUP RI WKH DUWLFOH ZLWK QR FKDQJHV LV UHϩHFWHG LQ 3DWWHUQ 9�
)URP WKH RQH KDQG� 3DWWHUQV ,, DQG ,,, DUH H[SODLQHG GUDZLQJ XSRQ DQ DF�
FUHWHG FRQVWULFWLRQ WUDQVLWLRQ EHWZHHQ WZR FRQWLQXDQWV �QDPHO\ WKH QDVDO
DQG WKH IULFDWLYH�OLTXLGV� VHH HPHUJHQW VWRSV LQ 2KDOD ������ DQG 3DWWHUQ
,9 IROORZV D JHQHUDO GLDFKURQLF HYROXWLRQ RI WKH 6DQWD ,VDEHO ODQJXDJHV�
QDPHO\ WKH FKDQJH RI 
�K5� DQG 
�5K� �ZKHUH 5 LV D VRQRUDQW� WR �5લ�� 2Q
WKH RWKHU KDQG� 3DWWHUQ , VHHNV D GLϱHUHQW NLQG RI H[SODQDWLRQ�

7KH SHUFHSW VLPLODULWLHV RI DFRXVWLF IHDWXUHV SURGXFHG E\ WKH UKLQDO DQG
WKH ODU\QJHDO UHVRQDWRUV� NQRZQ LQ WKH OLWHUDWXUH XQGHU WKH WHUP ´UKLQRJORW�
WRSKLOLDµ� FDQ H[SODLQ WKH DVSLUDWH RXWFRPH RI SORVLYHV LQ 3DWWHUQ , �0DWLVRϱ
����� 6SULJJ ������ ,Q VXSSRUW RI WKLV DQDO\VLV� %OHYLQV 	 *DUUHWW ������ UH�
SRUW GLϱHUHQW FDVHV RI ZKDW WKH\ FDOO ´QDVDO DVSLUDWLRQµ� WKDW LV� WKH FKDQJH
IURP 1& FOXVWHUV WR DVSLUDWHG VWRSV &ф� -DFTXHV ����������� QRWHV LQ SDU�
WLFXODU WKDW 2OG 7LEHWDQ 1& FOXVWHUV FRUUHVSRQG WR DVSLUDWHG VWRSV LQ VRPH
PRGHUQ 7LEHWDQ YDULHWLHV� 7KH WDON ZLOO SUHVHQW WKH &KHNH +ROR GDWD VXS�
SRUWLQJ WKH XQLϧHG DFFRXQW RI YHUE�QRXQ FRUUHVSRQGHQFHV DQG LW ZLOO SUR�
YLGH QHZ HYLGHQFH IRU WKH UKLQRJORWWRSKLOLD SKHQRPHQRQ�

5HIHUHQFHV
%OHYLQV� -XOLHWWH 	 $QGUHZ *DUUHWW� ����� 7KH HYROXWLRQ RI 3RQDSHLF QDVDO
VXEVWLWXWLRQ� 2FHDQLF OLQJXLVWLFV ���²����

-DFTXHV� *XLOODXPH� ����� $ SDQFKURQLF VWXG\ RI DVSLUDWHG IULFDWLYHV� ZLWK
QHZ HYLGHQFH IURP 3XPL� /LQJXD ������� ����²�����

0DWLVRϱ� -DPHV $� ����� 5KLQRJORWWRSKLOLD� WKH P\VWHULRXV FRQQHFWLRQ EH�
WZHHQ QDVDOLW\ DQG JORWWDOLW\� ,Q &KDUOHV $� )HUJXVRQ� /DUU\ +� +\PDQ
	 -RKQ -� 2KDOD �HGV��� 1DViOIHVW� 3DSHU IURP D V\PSRVLXP RQ QDVDOV DQG
QDVDOLVDWLRQ� ���²���� 6WDQIRUG� 6WDQIRUG 8QLYHUVDOV 3URMHFW�

2KDOD� -RKQ -� ����� 7KH PDUULDJH RI SKRQHWLFV DQG SKRQRORJ\� $FRXVWLFDO
VFLHQFH DQG WHFKQRORJ\ ������ ���²����

6SULJJ� 5�.� ����� ¶5KLQRJORWWRSKLOLD· UHYLVLWHG� REVHUYDWLRQ RQ ¶WKH P\VWH�
ULRXV FRQQHFWLRQ EHWZHHQ QDVDOLW\ DQG JORWWDOLW\·� /LQJXLVWLFV RI WKH 7LEHWR�
%XUPDQ $UHD ������ ��²���

7U\RQ� 'DUUHOO 7� 	 %ULDQ '� +DFNPDQ� ����� 6RORPRQ ,VODQGV ODQJXDJHV�
$Q LQWHUQDO FODVVLϧFDWLRQ� 'HSDUWPHQW RI /LQJXLVWLFV� 5HVHDUFK 6FKRRO RI
3DFLϧF 6WXGLHV� $XVWUDOLDQ 1DWLRQDO 8QLYHUVLW\�

:KLWH� *HRϱUH\� )UDQFLV .RNKRQLJLWD 	 +XJK 3XORPDQD� ����� &KHNH +ROR
�0DULQJH�+RJUDQR� GLFWLRQDU\� 3DFLϧF /LQJXLVWLFV $XVWUDOLDQ 1DWLRQDO
8QLYHUVLW\�
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Romance Loanwords and Stress Shift in English: A Quantitative Approach 
B. Elan Dresher, University of Toronto   &   Aditi Lahiri, Oxford University 
dresher@chass.utoronto.ca   aditi.lahiri@ling-phil.ox.ac.uk 

A major change in the history of English stress was a shift in directionality (edge orientation) 
from the Germanic practice of computing stress from the left edge of the word (apart from 
certain unstressed prefixes) to the right edge (Halle & Keyser 1971). All writers on the topic 
attribute this shift to the massive influx of Romance loanwords into English, beginning with 
the Norman Conquest (1066), but there has been no agreement as to when the shift began. 

Some writers (Halle & Keyser 1971; Lass 1992) have proposed that the Romance right-edge 
oriented stress rule gained a foothold in English in the Middle English period exemplified by 
Chaucer (c1343–1400), though it did not become the main stress rule until some time later. 
We take the view of those who argue that this wave of loanwords, mostly via French, did not 
have any lasting impact on English stress (Jordan 1974: 199; Minkova 1997, 2006; Redford 
2003). Dresher & Lahiri (2005) argue that the final or penultimate stress of these loanwords 
contradicted patterns in the native vocabulary. The result was that the loanwords eventually 
assimilated to the native patterns; examples are báron (first cited in 1200), móment (1240), 
sécond (1391), fámous (1400), mánacle (1350), and gálaxy (1384).  
Danielsson (1948) and Poldauf (1981) associate the change in directionality with the accumu-
lation of words with Latin and French suffixes such as -able/-ible, -ation, -ator, -ic(al), -ity, 
etc. In such words, stress is computed from the right: for example, medícinal and philosóph-
ical can be assigned stress by a unified rule computing from the right edge (both have stress 
on the antepenult), but not from the left. Dresher & Lahiri (2005) estimate that the shift in 
directionality occurred around 1530. In the earlier periods, Latin words had been borrowed as 
morphologically simplex (Minkova & Stockwell 1996; Lahiri & Fikkert 1999); by 1530, 
Romance borrowings were so common that English speakers could recognize their morpho-
logical composition. At that point they could identify recurring morphemes, such as deriv-
ational suffixes. The rightward directionality of stress in words with these suffixes could then 
become apparent. Moreover, the native English vocabulary did not have words of similar 
complexity that could systematically contradict these patterns. Most native words could be 
reanalyzed as having stress from the right, without any change to the location of their stress.  

The above account rests on rather impressionistic data, and in this talk we will investigate the 
above claims by looking at the data from a quantitative point of view. As an approximation to 
when a word first entered the language, we will use the earliest date for which it is attested in 
the Oxford English Dictionary (OED). We will compare the distribution and composition of 
Romance loanwords in two 25-year periods: 1343–1369 (roughly when Chaucer would have 
been acquiring his native language), and 1505–1530 (around the time of the directionality 
shift, according to Dresher & Lahiri 2005). 
According to the OED, by 1369 English had borrowed around 3,480 words of Romance 
(mostly French and Latin) origin, about 18.5% of all words. By 1530, the Romance words 
had tripled and made up 20.8% of the total. But the composition of the Romance vocabulary 
changed more drastically, as we can see when we look at the Latinate suffixes mentioned 
above. From 1369 to 1530 the words with -ity increased from 30 to 280 (9.3x); adjective-
forming –al went from 40 to 400 (10x); and -able/-ible went from 58 to 707 (12.2x). These 
numbers lend prima facie support to the notion that the relevant data for learners in 1369 was 
very different from that in 1530. Moreover, we can attempt to test Yang’s (2005) theorem 
that the threshold value at which exceptions become treated as a rule is N/ ln N. We will try 
to fix appropriate values for N (= the number of all words relevant to the stress rules) and for 
the number of words favouring a directionality shift (which must be greater than ln N). 



Generations, Lifespans, and The Zeitgeist

This paper serves both as a methodological recommendation for the study of the time
dimensions of language change in large speech corpora, as well as a theoretical and empirical
investigation. Large speech corpora, where the data collection was carried out over many
years, are being used with increasing frequency in the study of language change in progress
(Labov, Rosenfelder & Fruehwald 2013; Hay, Pierrehumbert, Walker & LaShell 2015). These
corpora provide a unique opportunity to investigate the relative importance of the time
dimensions potentially involved in language change, specifically:

1. Generational time: Defined as the di�erence in time between one generational cohort
and the next.

2. Lifespan time: Defined in terms of individual speakers’ aging and maturational process.
3. The Zeitgeist: Defined in terms the era in which speech data was collected.

Determining the relative importance of these three time dimensions are crucial matters for
the study of language change in progress. If sound change is best understood as an innovation
rapidly di�using throughout the entire speech community, the era of speech data collection
will play a primary role. If there is robust lifespan change, then the Apparent Time construct
is unreliable for diagnosing change.
Using data from the Philadelphia Neighborhood Corpus (Labov & Rosenfelder, 2011), I
explore these three time dimensions for 4 language changes. Three were previously investigated
by Labov, Rosenfelder & Fruehwald (2013): pre-voiceless /ay/ raising, which exhibited a
linear progression across the 20th century, and /aw/ and /ow/ fronting, which both reversed
course around mid century. Additionally, I investigate a categorical language change, also
found in the PNC, where speakers are increasing their frequency of use of the UM pause filler
relative to the UH pause filler.
In all four cases, I estimated the outcome variable (vowel quality, UM usage frequency)
utilizing a two dimensional tensor product smooth against date of the interview, and speaker’s
date of birth. This has two key benefits over previous attempts to dis-entangle the relationship
between speakers’ age and date of birth in this corpus. First, it does not assume a linear
relationship between the outcomes and the time dimensions involved (cf. Labov, Rosenfelder
& Fruehwald, 2013), and second, it utilizes all of the available data without recourse to
subsampling (cf. Zellou & Tamminga, 2014).
All four language changes exhibited very strong generational e�ects, with extremely limited
(non-significant) lifespan e�ects. Only one language change (/ow/ fronting for men) appeared
to be significantly a�ected by a time dimension other than generational time. In this case,
there appears to be a Zeitgeist e�ect around the 1980s and 1990s, with men, regardless of
their generational cohort or age, backing /ow/.
My conclusion is that the Apparent Time construct, the basis for most of what we know
about language change in progress, is well supported empirically. My methodological recom-
mendation is to utilize two dimensional smoothing in order to disentagle the relative e�ects
of these three time dimensions.
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Sociolinguistic motivations in sound change: 
loss of low tone breathy voice in Shanghai Chinese 

Jiayin GAO <jiayin.gao@gmail.com> 
 
“Tone split” is a sound change process during which a laryngeal contrast was replaced 

with a contrast between two tone heights (Haudricourt 1961). The ancient voiced consonants 
lowered fundamental frequency (F0) of the following vowel (Hombert, Ohala & Ewan 1979). 
They also involved a relaxation of the glottis, as suggested by Haudricourt (1965), leading to a 
breathy quality, which also had an F0 lowering effect. This breathy quality is phonologized in 
Mon-Khmer languages (e.g., Shorto 1967), although some of them seem to be evolving into 
tonal systems (Abramson & Luangthongkum 2009), whereas lowered F0 is phonologized in 
Vietnamese, late Middle Chinese, etc. In the latter case, it has been proposed that breathy voice 
occurred before phonologized lowered F0 (e.g., Pulleyblank 1978, Mazaudon 2012). 

In some languages that have completed tone split, such as Chinese Wu dialects, we still 
find synchronic association between low tones and breathy voice (Cao & Maddieson 1992, 
Chen 2011). In this study, we focus on Shanghai Chinese (SHC), the urban Shanghai variety of 
Wu, characterized by its most rapid evolution among all Wu dialects since the recent past, 
partly due to its permanent contact with Standard Chinese (SC) as well as with migrant 
dialects. Suppose that breathy voice, as a redundant cue to low tones, will disappear in Wu, as 
in most Chinese dialects: we predict that this disappearance will speed up in SHC, due to the 
interference with SC, in which breathy voice does not play any linguistic role. 

In order to investigate the evolution in SHC, we recorded transversal data from native 
speakers of two age groups: 12 young (aged 20-30) vs. 10 elderly (aged 60-80) speakers. They 
read a list of 32 monosyllabic words, each produced in a carrier sentence. We compared the 
voice quality between high and low tone syllables, using acoustic measures for spectral tilt 
(H1-H2, H1-A1, H1-A2) and harmonic organisation (Cepstral Peak Prominence), as well as 
electroglottographic (EGG) measures. Furthermore, we also conducted a survey on these 
speakers’ evaluation of their own linguistic competence and usage in SC and SHC. 

The acoustic and EGG measures showed an overall breathier voice on low than high tone 
syllables, and more interestingly, to a greater extent for elderly than young speakers, 
suggesting a general trend towards loss of breathy voice, as we expected. Moreover, cross-
gender variations were also observed: female speakers were more advanced than male speakers 
in this evolution. This confirms Labov’s (2001, etc.) findings according to which women play 
a leading role in sound change. Labov’s analyses of English varieties showed that women are 
more willing to adopt overtly prescribed prestigious forms of linguistic variables to replace 
stigmatized forms. He called this kind of trend “changes from above.” 

The changes described by Labov concern prestigious vs. stigmatized forms in different 
varieties of the same language. The Shanghai case is somewhat different since two different 
languages are at stake: SC and SHC (although SHC is called a “dialect”), the former being 
more prestigious. Within SHC usage, breathy voice was never seen as a stigmatized form that 
might drive women to reject it. Here, the sociolinguistic shift, which women seem to initiate, 
would be the increased adoption of the SC system of linguistic variables as a whole. 

The global impact of SC on SHC affects different linguistic levels (e.g., Qian 2003), but 
also speakers’ judgment of their linguistic competence. According to the results of our survey, 
elderly speakers evaluated their competence in SHC higher than SC, but young speakers were 
much less confident in their competence in SHC. More specifically, among the young 
speakers, most women (5/6) judged they were less competent in SHC than SC, and used less 
frequently SHC than SC, whereas much less men (1/6) made the same judgment. This result 
suggests a stronger willingness to adopt the prestigious SC linguistic system by Shanghai 
women than men. Coming back to our phonetic data, women’s more advanced loss of breathy 
voice is probably related to the stronger impact of SC on SHC. More generally, the influential 
SC is accelerating the loss of breathy voice as a redundant cue to low tones in SHC. 



On the genesis of the Limburgian tonal accents 
Ben Hermans; Meertens Institute; ben.hermans@meertens.knaw.nl 
Limburgian dialects (mainly in the south east of the Netherlands) have two tonal accents. 
Originally, the two accents had a predictable distribution; long high vowels carried Accent2, 
whereas long non-high vowels received Accent1. This is illustrated in (1): 

(1) long high vowels long non-high vowels 
wi:2t ‘far’ bre:1f ‘letter’ 

 ti:2ger  ‘tiger’ e:1der ‘every’  
When Open Syllable Lengthening (OSL) became active, lengthened non-high vowels 
received Accent2. After OSL, then, the two accents became contrastive; originally long non-
high vowels had Accent1, whereas lengthened non-high vowels had Accent2 (Boersma 2006).  

(2) re:1t ‘reed’ e:1der ‘every’ originally long 
re:2t ‘crevice’ e:2der ‘earlier’ lengthened 

The fact that, before OSL, there was a relation between the tonal accents and vowel height is 
an exception to a universal; tonal quality is never determined by vowel quality (Hombert 
1976). This implies that the relation between tone and vowel quality must be indirect; 
something intervenes between them. The first important question, then, is: what is this?  
 The facts presented in (2) seem to indicate that there are two types of long vowels; 
originally long vowels have a representation that is different from the representation of the 
lengthened vowels. The second important question, therefore, is; what is this difference?  
 Our goal in this talk is to present an analysis of the historical stage of Limburgian 
when OSL became active, trying to give a unified answer to both questions mentioned above. 
Our proposal is that high long vowels, and lengthened vowels, are bimoraic and 
monosyllabic; originally long mid and low vowels, on the other hand, are bimoraic and 
bisyllabic. This difference is explained by a constraint disallowing high sonority from a 
dependent mora (de Lacy 2006). When OSL became active this constraint was lowered in the 
hierarchy, explaining that lengthened vowels behaved like originally long high vowels. 
 Following de Lacy (2006) we propose that in a syllable with two moras the first mora 
is the head, whereas the second mora is the dependent. This is shown in (3a). 

(3)  a. σ b.  σ    c.   σ   σ d.  σ 
 
 µ   µ   µ   µ  µ   µ  µ   µ 
      
          i  e   e  e 
We also propose that high sonority (mid + low vowels) is not allowed in a dependent position: 
*-Δ/mid+low. This constraint does not penalize (3b), nor (3c). In (3d) the vowel in the 
dependent mora is of high sonority; in (3c) there is no dependent mora, because the second 
mora occupies the head position of the second syllable. The representation in (3d), however, 
was not tolerated. This was the situation before OSL. At the time when OSL became active 
the constraint *-Δ/mid+low became low ranked, so that now the representation in (3d) was 
acceptable. At this stage, then, two types of long vowels existed in the language. We claim 
that the representation mediating between vowels and tones is the moraic/syllabic level. It is 
this representation that answers our two questions; it makes direct reference between tones 
and vowel quality superfluous. The same representation creates a difference between two 
types of long vowels; after OSL lengthened vowels were monosyllabic, whereas originally 
long (mid and low) vowels remained bisyllabic. At all stages of the language bisyllabic long 
vowels got Accent1, whereas monosyllabic long vowels got Accent2. This explains why 
Accent1 was/is phonetically expressed by a tonal drop early in the long vowel, whereas 
Accent2 is expressed by a tonal drop after the long vowel. It follows from the fact that the 
tones of the intonational melody (HL) are anchored to the syllable nodes.   



Opacity over time: Charting the paths of fricative voicing in English plurals 
 
This paper investigates the diachronic trajectory of an opaque phonological alternation: the 
voicing of stem-final fricatives in English plural nouns. We find that this historical rule has 
fragmented, and propose that Yang’s (2005) Tolerance Principle regarding the storage of 
lexical exceptions may explain its patterning. The results speak to questions of when 
variation may lead to change and how both connect to the process of language acquisition. 
 Regressive voicing affects a number of words ending in voiceless fricatives in present-
day English (PDE): for instance, the words wife [waɪf], path [paƟ], and house [haʊs] have as 
their plurals [waɪvz], [paðz], and [haʊz%z]. This alternation can be traced back to Old English 
(OE), in which plurals were formed by the addition of an [-%s] suffix (e.g. [paƟ], [pað%s]; 
Ringe & Eska, 2013). Stem-final fricatives in OE were thus intervocalic in their plural form, 
resulting in a natural and regular process of voicing. However, as Ringe & Eska outline, a 
number of processes led to this alternation becoming opaque, including the loss of [%] in the 
plural suffix (except after sibilants). The upshot is that PDE contains several words that retain 
the alternation, but many others of the same phonological shape which do not. We investigate 
whether this opacity has led to change, and whether any attested diachronic developments 
proceed similarly across the three fricatives (/f/, /Ɵ/, /s/). 
 Following a survey of three dictionaries of present-day American English (AmE), we 
identified 22 /f/-final, 17 /Ɵ/-final, and 3 /s/-final words—all monosyllables—for which at 
least one dictionary provided a voiced plural form. We then auditorily coded the voicing of 
the stem-final segment for all plural tokens of each word in both the Switchboard (Godfrey & 
Holliman, 1997) and Fisher (Cieri et al., 2004) corpora of AmE, resulting in a database of 
1456 tokens. Data were analysed using mixed-effects logistic regression in R. 
 Confirming what Becker et al. (2012) found in a judgment task, stem-final plural voicing 
is variable, occurring 70% of the time in our dataset. In fact, the rate of voicing significantly 
differs across the three consonants, with /f/-final stems voicing significantly more than either 
/s/-final (p = 0.001) or /Ɵ/-final (p < 0.001). Additionally, /s/-final words (of which tokens of 
house constitute the majority) show change in apparent time, with younger speakers voicing 
less than older (p = 0.001), but the other two fricatives show no significant effect of age (p > 
0.1; Figure 1). The historical voicing rule thus appears to have fragmented. 
 We propose that the differing diachronic trajectories in Figure 1 may be explained by 
Yang’s (2005) Tolerance Principle, which asserts that language learners can tolerate a 
productive rule with listed lexical exceptions so long as the number of those exceptions does 
not exceed N/ln(N), where N is the number of words that meet the structural description of 
the rule. We observe that, of the 87 monosyllabic /s/-final stems in the English Lexicon 
Project (Balota et al., 2007), the number which exceptionally voice in the plural (3) is well 
below the number of tolerable exceptions (19). It thus appears that learners have a productive 
“form the plural of /s/-final words without regressive voicing” rule with 3 exceptions, which 
are now being assimilated. In the case of /f/-final and /Ɵ/-final words, though, there are too 
many items which voice in the plural to be 
tolerated as exceptions to a rule, but conversely 
there are too many items which don’t voice in the 
plural for them to be tolerated as exceptions to the 
opposite rule. Under Yang’s model, this means 
that no productive rule can be written either 
way—forms must be listed—which we take to 
explain the diachronic stability of each 
environment. Models of representation can thus 
shed light on patterns of change. 
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Pre-R Dentalisation in English and Scots 
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PreRD  Dentalisation  (PreRD),  the  realisation  of  /t/  and  /d/  as  [t̪]  and  [d̪]  before  /r/  and  /əәr/, is 
a well known feature of traditional varieties of English across the island of Ireland (Harris 
1985, Maguire 2012). Thus we find pronunciations such as try   [t̪ɾaˑe],   dry   [d̪ɾaˑe],   after 
[ˈɛft̪ɚ] and consider [kəәnˈsəәd̪ɚ] in the rural dialect of southwest Tyrone in Northern Ireland. 
PreRD is typically accompanied by two other related phonological features: 

1) An R-Realisation Effect (RRE), whereby /r/ is pronounced differently (usually as a 
tap [ɾ]) after dentals. In southwest Tyrone English, this results in pronunciations such 
as try  [t̪ɾaˑe]  and  through [θɾʉː]  as  opposed  to  cry [kɹaˑe]. 

2) A Morpheme Boundary Constraint (MBC), which limits the application of PreRD 
such   that   it   does   not   operate   over   ‘Class   2’   morpheme   boundaries.   Thus we find 
PreRD in better ‘more   good’   [ˈbɛt̪ɚ] and secondary [ˈsɛkəәn̪d̪(əә)ɾɪ] but not in better 
‘one  who  bets’  [ˈbɛtɚ] or spreader [ˈspɹɛɾɚ]. 

What is less well known is that PreRD and the associated RRE and MBC are also found in 
dialects of English and Scots in Britain (Maguire 2012, forthcoming). This paper examines 
the evidence for PreRD and the associated features in Scotland and England in traditional 
dialect sources, in particular the Survey of English Dialects (SED; Orton and Dieth 1962-71) 
and the unpublished data underlying the Linguistic Atlas of Scotland (Mather and Speitel 
1986). My analysis reveals that PreRD, the RRE and the MBC are present, in a similar form, 
in locations as diverse as Lancashire, Durham, Wigtonshire, Banffshire and Shetland, and 
that there is evidence for an even wider distribution of at least PreRD in England in earlier 
times. The widespread distribution of PreRD, the RRE and the MBC not only helps to 
explain the presence of these features in varieties of Irish English but also gives us a detailed 
insight into the phonetic and phonological history of English, suggesting that this unique 
bundles of features is of considerable antiquity. 



Middle English Open Syllable Lengthening, syllabification and foot construction 
 

Donka Minkova 
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Pursuing the possibility that Middle English Open Syllable Lengthening (a) involved phrase level 
processes adjusting vowel duration and (b) led to fast restructuring of lexical inputs without 
necessarily being phonologized on the word level, we reconsider two factors normally held 
responsible for the change. First, we discuss the syllabic status of the postvocalic consonants 
traditionally regarded as onsets of the second syllable (hence Open Syllable Lengthening). Second, 
we discuss whether lengthening – rather than being triggered primarily in the stressed light 
penultima of disyllabic words – may not equally well reflect gradient post-lexical processes whose 
probability and effect correlate inversely with the number of weak syllables following potential 
input vowels on the phrase level.  

Open Syllable Lengthening is assumed to depend on onset-maximal syllabification in (C)VCV 
strings. While the status of intervocalic consonants and clusters in Present-Day English can be 
debated, ambisyllabicity is considered the structural trigger of phenomena such as the lack of 
aspiration of [p] in e.g. happy vs. appear with [ph], or alveolar tapping, both pre-atonic (atom, letter, 
inevitable, anxiety) and phrasal (at Ed’s). For Old English, the principles of syllabification are also 
controversial. Suzuki (1994, 1995) proposed ambisyllabicity for V[C]V in all cases of a short vowel 
followed by a single consonant, irrespective of the nature of the vowel or the nature of the 
consonant.  Fulk  (1997)  presented  a  vigorously  ‘contrary’  view.  These  positions  are discussed in 
Minkova (2015) who questions the validity of the arguments against ambisyllabicity in OE. An 
entailment of this inquiry is that arguments against ambisyllabicity during Middle English should 
also be re-examined.  

Our study contributes to the debate on syllabification in the history of English by re-examining 
the evidence for open-syllable lengthening in Middle English in relation to the nature of the 
intervocalic consonant. Ritt (1994: 40-41) addresses that aspect of the change with respect to 
sonority, leading to a puzzling behavior of medial sonorants: out of 76 items of the type gammon, 
moral, talent, tenant, only a single item, moment (a1382) has been lengthened. Dealing with the 
same data, Bermúdez-Otero (1998) isolated the sonority of the second syllable codas in words 
resisting OSL, such as copper (c. 1000), desert (c.1225), metal (c.  1230),  as  the  ‘blocking’  trigger.  
Unlike these earlier studies, we focus both on sonority and manner of articulation of the intervocalic 
consonant. The working hypothesis, suggested by experimental studies of syllabification (Treiman 
& Danis 1988, Content, Kearns & Frauenfelder 2001, Bishop & Toda 2012), is that obstruents are 
more likely to appear at onset than at coda position, while sonorants are more likely to appear at 
coda than at onset position. The results promise to throw light on a central debate in English 
historical phonology and on the debate on syllable structure in general.  

With regard to foot construction, OSL is typically considered to be restricted to heads of 
trochees built over words. While feet tend to be isochronous and may thereby affect the duration of 
the segments in them, however, foot boundaries and word boundaries do not necessarily co-align. 
Therefore, we investigate the rhythmic contexts in which inputs to vowel lengthening occurred in 
Middle English utterances. For that purpose, we use LAEME and PPCME data and count the 
number of weak syllables by which potential inputs to vowel lengthening were separated, on 
average, from the next rhythmic peak. We do this for vowels in (a) prototypical OSL inputs (such 
as make or hope), (b) less prototypical OSL inputs (such as beaver or patient), and (c) closed 
monosyllables (e.g. blade < OE blæd or whale < OE hwæl). Looking at rhythm on the utterance 
level, we factor in the possibilities both of optional final schwa deletion and of rhythmic promotion 
in sequences of three or more weak syllables. We hypothesize that the probability of lengthening 
will have correlated inversely with the amount of unstressed material in utterance feet. 



Allomorphy, Morphophonology and Opacity in the Accentuation of the Vedic Noun 
J. Joseph Perry (jjp45@cam.ac.uk) 
 
The pitch accent in Vedic Sanskrit displays a remarkable degree of mobility, and its interaction with 
morphophonology is extremely complex (see e.g. MacDonnell 1916 for a description).  This paper 
uses the accentuation of the Vedic nominal paradigm to argue for the necessity of 
morphophonological readjustment rules in addition to listed allomorphs. 
 Distributed Morphology (Halle and Marantz 1993 et seq.) posits a distinction between 
suppletive allomorphy, due to competing Vocabulary Items, and morphophonological readjustment 
rules which follow Vocabulary Insertion.  Other realisational approaches, especially within an OT 
framework (e.g. Mascaró 2007, Wolf 2008) effectively treat all morphosyntactically conditioned 
alternations as instances of suppletive allomorphy. I show that this makes a decompositional account 
of Vedic accent impossible, and a conventional DM approach making use of serially ordered 
readjustment rules has greater explanatory value. 
  A first approximation to a correct decompositional approach to Vedic accent can be found in 
Kiparsky’s (2010) account of Indo-European accent.  A given syllable may or may not be 
underlyingly accented, and the surface ictus is realised (as a pitch peak) according to the Basic 
Accentual Principle (Kiparsky and Halle 1977), whereby the ictus is located on the leftmost accented 
syllable in a domain, or on the leftmost syllable of the domain if there are no accented syllables. This 
accounts for monosyllabic nominal stems with case suffixes.  
  (1)       foot-NOM.PL foot-INS.PL  cow-NOM.PL  cow-INS.PL  
  /pad + as/ [pádas]   /pad + bhís/ [padbhís]   /gáv + as/ [gávas]   /gáv + bhís/ [góbhis] 
Following Kiparsky, the treatment of polysyllabic stems involves an additional process, assigning an 
accent to their final syllable, as well as a process reassigning a syllable’s accent when it is left without 
a nucleus (e.g. due to ablaut triggered by a following accented syllable.) 
  (2)      /pitar/ ‘father’   / bhrā́tar/ ‘brother’ 
        a. Unaccented Suffix /-as/ (NOM.PL)  /pitar + as/   [pitár-as]    /bhrā́tar + as/   [bhrā́tar-as] 
        b. C-Initial Accented /-bhís/ (INS.PL) /pitar + bhís/ [pitṛ-́bhis] /bhrā́tar + bhís/ [bhrā́tṛ-bhis] 
        c. V-Initial Accented /-ós/ (GEN.DU) /pitar + ós/   [pitr-ós]      /bhrā́tar + ós/   [bhrā́tr-os] 
Where followed by a consonant, a stem-final sonorant may be syllabified as a nucleus, blocking 
accent shift, as in (2b). But, although C-initial and a syllabification trigger, the genitive plural suffix /-
nā́m/ shows unexpected accent shift: [pitṝ-ṇā́m] (*[pitṝ-́ṇām]) ‘father-GEN.PL’.  It turns out that this 
suffix has an allomorph /-ā́m/ with consonant stems not ending in glides, (e.g. nāmn-ā́m ‘name-
GEN.PL’).  Assuming distinct suppletion and readjustment, this permits an explanation for the odd 
accentual behaviour of/-nā́m/: it behaves like a V-initial suffix because the form inserted at VI is /-ā́m/.  
It is only after accent shift that a readjustment rule inserts /n/, as (3) shows. This insertion rule cannot 
simply be phonological epenthesis – it is particular to the genitive plural morpheme (cf. the 
instrumental singular /-ā́/, with no epenthesis in an identical environment: [pitr-ā́] ‘father-INS.SG’ 
(*[pitṛ-ṇā́])). 
  (3)               pitár-ā́m    →             pitr-ā́m         →     pitṝ-ṇā́m      
                        (VI, Oxytone)   (Ablaut, Accent Shift)     (n-insertion, r-syllabicisation) 
  The key point is that accentual processes are interleaved with readjustment processes, such as 
those triggering ablaut and inserting /n/ before the genitive plural marker.  Without distinct 
readjustment processes, and assuming that morphologically conditioned alternations like ā́m~nā́m are 
suppletive, this interleaving is not formulable – because accentuation processes hold over 
phonological, not morphosyntactic representations, we would have to state that the accentuation is 
determined on the basis of one allomorph, and preserved when that allomorph is replaced.  No extant 
theory provides a mechanism for this sort of process, and an allomorph-replacement process which 
preserves phonological information is in any case not meaningfully distinguishable from a 
readjustment rule.  We can reasonably conclude that some analogue of the division between 
suppletion and readjustment assumed by DM is necessary to account for the facts of Vedic. 



From phonetic enhancement to phonological underspecification:  
new diachronic perspectives on sibilants in European Portuguese 

Michael Ramsammy1 & Patrycja Strycharczuk2 
1University of Edinburgh & 2CASL, Queen Margaret University 

 
In this talk, we consider the diachronic development of the Portuguese sibilant system.  
According to traditional descriptions of Portuguese, the [–voice] sibilants, /s, ʃ/, contrast with 
[+voice] counterparts, /z, ʒ/, in onset position (1a–d below).  Place and voicing contrasts are 
suspended elsewhere (Herslund  1986;;  Mateus  &  d’Andrade  2000): phrase-finally, the 
outcome of neutralisation is voiceless postalveolar [ʃ] (1e), whereas only voiced alveolar [z] 
occurs in word-final prevocalic contexts (1f). 

       

 caça 
‘hunt’ 

casa 
‘house’ 

caixa 
‘box’ 

queijo 
‘cheese’ 

rapaz 
‘boy’ 

rapaz alto  
‘tall  boy’ 

(1) a. [ka.sɐ] b. [ka.zɐ] c. [kɐj.ʃɐ] d. [kɐj.ʒu] e. [ʁɐ.paʃ] f. [ʁɐ.pa.zaɫ.tu] 
(2) a. [ka.sɐ] b.  [ka.s̬ɐ] c. [kɐj.ʃɐ] d. [kɐj.ʃ̬u] e. [ʁɐ.paʃ] f. [ʁɐ.pa.s̬aɫ.tu] 

      

However, recent experimental work has thrown these traditional assumptions about the 
Portuguese sibilant system into question.  Acoustic data from European Portuguese (EP) 
reveal that intervocalic lenis sibilants (2b, d, f) do not display full voicing, but rather show 
characteristics of gradient passive voicing (Ramsammy & Strycharczuk 2015).  On the basis 
of this result, Ramsammy & Strycharczuk propose a reanalysis of the EP obstruent system in 
which fortis sibilants are contrastively specified for [spread glottis], whereas lenis sibilants 
are phonetically underspecified (Keating 1988) for laryngeal features (3). 

This analysis has implications for our understanding of 
the diachronic development of the Portuguese sibilant 
system.  In this talk, we examine the emergence of place and 
laryngeal contrasts in sibilants from Proto-Romance through 
to present-day Portuguese with a view to gaining insights 

   

(3) stops sibilants 
fortis [] [sg] 
lenis [voice] [] 

   
 

into the operation of synchronic neutralisation.  If (3) is correct as a characterisation of the 
laryngeal system of the language, then EP exemplifies a system of laryngeal contrasts 
potentially unattested elsewhere.  We therefore also explore the question of whether EP may 
occupy a transitional stage between a prototypical true voice language and a spread glottis 
language.  Furthermore, in light of the claim that fortis fricatives are preferably [sg] (Vaux 
1998; van Oostendorp 2007), we consider how a system like (3) may emerge diachronically 
from phonetic pressures to prevent passive voicing on fortis fricatives.  According to Iverson 
&  Salmons’  (2003)  formulation  of  Vaux’s  Law,  gradient enhancement of voicelessness on 
fortis fricatives in true voice languages can lead to diachronic activation of [sg] (see 4 below).  
We suggest that EP may represent an extension of this process in which laryngeal 
specification on lenis fricatives is suppressed once [sg] has become active in the language. 

      

(4) Proto-EP 1 > Proto-EP 2 > Present-day EP 
 /t/ /d/ /s/ /z/ 

 |  | 
[] [voice] [] [voice] 

    
  

 /t/ /d/ /s/ /z/ 
 |  | 

[] [voice]  [voice] 
  [sg]  

 

 /t/ /d/ /s/ /z/ 
 |   

[] [voice]  [] 
  [sg]  

  
      

Finally, with reference to the life cycle of phonological processes (Bermúdez-Otero 2007; 
Ramsammy 2015), we address the question of how the trajectory of change shown in (4) can 
be incorporated into an analysis of synchronic laryngeal neutralisation which permits only 
laryngeally underspecified sibilants in non-preconsonantal word-final environments.   
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Oscan is a language of Ancient Italy, attested only in inscriptions dating from about the fifth 
to the first century BC. It belongs to the Sabellic family, which includes languages such as 
Umbrian and South Picene, and is a sister family to Latin. One of the characteristics that 
marks Oscan out from related languages is epenthesis of vowels in sequences involving 
sonorants and obstruents. The best description of the linguistic situation is that of von Planta 
(1892-1897: 251-71), who distinguishes between two types of epenthesis (in both types the 
epenthetic vowel is the same as the vowel on the other side of the sonorant): 
a) ‘anterior’ epenthesis in which a sequence RC becomes RVC, e.g. aragetúd ‘silver’ < 
*argento- 
b) ‘posterior’ epenthesis in which a sequence CR becomes CVR, e.g. sakaraklúm < 
*sakrāklo- 
 Posterior epenthesis does not take place when C is preceded by a long vowel, 
diphthong or another consonant (e.g. maatreís ‘mother’ /ma:treis/, contrud ‘against’, lúvfreís 
‘free’ /loufreis/), nor when the sonorant is /m/ (e.g. egmo ‘thing’). Assuming Oscan 
syllabification of the type V.CV and VC.CV, we can explain posterior epenthesis as taking 
place only when the consecutive consonant and sonorant were separated by a syllable 
boundary. The environment for anterior epenthesis is more difficult to explain: a possible 
formulation would be that epenthesis takes place between sonorants and consonants with a 
different place of articulation (again /m/ is not involved): aragetúd  but not μαμερτει ‘Mars’ 
/mamεrtεi/, anafríss ‘goddesses of rain’ < *anβress but ϝενζηι ‘Venus’ /wεnsεi/, kulupu  
‘thieves’ < *kolpo- but not moltas ‘fine’. 
  It is tempting to see the two types of epenthesis as ‘mirror images’ of each other: 
consequently, some scholars have argued that they should be seen as part of the same process 
(Schmid 1955), while others have seen them as taking place at different times in the historical 
development of Oscan (von Planta loc. cit.). In this talk I will show that synchronic 
phonology favours a syllable-based explanation for posterior epenthesis and a linear approach 
for anterior epenthesis, while the diachronic evidence also suggests that the two sound 
changes happened at different times.  
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Graduality and Typological Analysis 
Birgit Alber - birgit.alber@univr.it 

Historical sound change and its manifestation as dialectal variation in space are often 
characterized by graduality: subsequent historical stages (or neighboring dialects) differ 
minimally with respect to each other (Kiparsky 2014 and ref.). Typological Analysis in 
Optimality Theory (Alber&Prince, in prep., Alber, DelBusso & Prince 2015) can give a measure 
for this type of minimal grammatical difference, by providing the typological properties (TPs) of 
a system, i.e. the inventory of ranking conditions determining it. TPs come with two values, A 
and B, one the logical opposite of the other. Each language of the typological system is 
characterized by a specific set of TP values and minimal difference between languages amounts to 
a minimal difference in these values. 
 The relevance of this type of analysis for graduality in sound change is illustrated with the 
example of s-retraction (SR; e.g. MHG snelle > NHG [ʃ]nell) in the history of German and Italian 
dialects. In German dialects, alveolar /s/ is realized as postalveolar [ʃ] in preconsonantal contexts. 
Graduality is visible both in the types of preconsonantal contexts affected (the process involved 
progressively larger preconsonantal contexts on the chronological scale k > p, t >r > l > n > m > 
w) and in the positions involved (the process first applied word-initially, then also word-
internally; Schmid 1956, Benware 1996, Schmidt 2007). Similarly to German, Southern Italian 
dialects exhibit a gradual involvement of increasingly larger preconsonantal contexts, but they do 
not show graduality in terms of positions in the word: SR usually takes place word-initially as 
well as word-internally.  
 In order to determine the minimal difference between languages exhibiting various degrees of 
SR, a typology of SR has been computed with the help of OT-workplace (Prince, Tesar & 
Merchant 2007-2014) assuming three markedness constraints in a stringency relation (m.1, m.2, 
m.3), militating against /s/ in various types of preconsonantal contexts and two faithfulness 
constraints, protecting /s/ from change in medial position (f.spec) and in general (f.all). The 
resulting factorial typology contains 10 languages which are determined by 6 TPs. As an example 
of one of these properties take TP1=  f.all <> m.1, m.2, m.3. This property, in its A-value f.all >> 
m.1& m.2 & m.3, characterizes fully faithful langugages, which do not show any SR. In its B-
value m.1 ∨ m.2  ∨ m.3 >> f.all, it is true for languages with some unfaithfulness, i.e. with some 
degree of SR. The comparison of the 10 languages in terms of TP values reveals which of them 
differ minimally. We thus obtain a prediction on the possible paths that historical change follows. 
The two main paths predicted by the SR typology correspond to the one observed for German 
dialects, where SR first affects word-initial, then word-medial contexts (Fig1), while Italian 
dialects, changing simultaneously word-initially and word-mediallly instantiate the second path. 
We thus conclude that, indeed, minimal differences in TP values can give a measure for 
graduality in historical sound change. 
 
Fig 1: Graduality path 1 - exemplified for German 

  #__ #__, medially 

 no SR __ C1 __ C1, C2 __ C1, C2, C3 __ C1 _ C1, C2 __ C1, C2, C3 

 lg.1 lg.2 lg.3 lg.4 lg.7 lg.9 lg.10 
TP1 A A A B B B B 
TP2 A A B B B B B 
TP3 A B B B B B B 
TP4 A A A A A A B 
TP5 A A A A A B B 
TP6 A A A A B B B 
 OHG/ 

Niederdeutsch 
documented documented MSG  Bavarian/ 

Tyrolean 
Mòcheno 

 



The tonal phonologies of Raja Ampat languages:

Towards a historical account

Laura Arnold
l.m.arnold@sms.ed.ac.uk

In this presentation, I will use published and unpublished data to explore the historical
development of the tonal systems of three languages spoken on the Raja Ampat archipelago,
east Indonesia. Several languages belonging to the South Halmahera-West New Guinea
subbranch of Austronesian are spoken across the Raja Ampat archipelago. Three of these
languages have been analysed as having lexical tone: Ma"ya (van der Leeden 1993; Remijsen
2001), Matbat (Remijsen 2001), and Ambel (Arnold 2015). Very little is known about the
origin of these tonal systems. In this talk, I will compare the synchronic tonal phonologies of
these three languages, in order to shed some light on how they have developed.

The suprasegmental phonologies of Ma"ya, Matbat, and Ambel are synchronically quite
different. Ma"ya is analysed as having three tonemes and contrastive lexical stress; Matbat
is analysed as having six tonemes; and Ambel is analysed as having one toneme, which
contrasts with syllables unspecified for tone. However, a comparison of monosyllabic
cognates in Ma"ya, Matbat, and Ambel reveals that suprasegmental correspondences can be
tentatively identified. For example, monosyllabic words which in Ambel are unspecified for
tone correspond to monosyllables specified for High tone in Ma"ya ("�3) and monosyllables
specified for High Level tone in Matbat (�3). This is exemplified in (1):

(1) Potential suprasegmental correspondences in Ma"ya, Matbat, and Ambel
(cognacy judgements from Kamholz 2014):

Ambel Ma"ya (Salawati) Matbat

‘five’ lim "li3m li3m
‘two’ low "lu3 lu3

‘breast’ su "su3s su3

‘louse’ ut "u3t wu3t

If suprasegmental correspondences can be established between Ma"ya, Matbat, and
Ambel, there are implications for the genetic subgrouping of the languages spoken in the Raja
Ampat archipelago. Kamholz (2014), in a subgrouping of the South Halmahera-West New
Guinea languages, proposes that that the most recent common ancestor to Ma"ya, Matbat and
Ambel is Proto-Raja Ampat-South Halmahera (Proto-RASH). Following this proposal, all of
the languages spoken on the Raja Ampat archipelago, as well as the Austronesian languages
spoken on the nearby island of Halmahera, have descended from Proto-RASH. None of the
other languages which have developed from Proto-RASH have (thus far) been analysed as
having lexical tone. I will therefore argue that an examination of the tonal phonologies of
Ma"ya, Matbat, and Ambel from a historical perspective suggests we can establish a more
recent common ancestor from which (at least) these three languages have developed.
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        The origins of Japanese h from an element-based perspective 
             Phillip Backley           and        Kuniya Nasukawa 
    (Tohoku Gakuin University)  (Tohoku Gakuin University) 
         backley@mail.tohoku-gakuin.ac.jp      nasukawa@mail.tohoku-gakuin.ac.jp 
 

This paper outlines the structural changes involved in the historical development of Japanese [h] 
from its origin as *p via the intermediate realisations [�] and [�] (w). The analysis adopts an Element 
Theory approach to segmental structure which (i) expresses consonant lenition as a loss of melodic 
structure, (ii) assumes that labial place is structurally more complex than other places of articulation 
(Backley & Nasukawa 2009), and (iii) uses the same element to represent labials and velars. All three 
points turn out to be crucial in providing an explanatory account of the relevant changes. 

Modern Japanese shows an idiosyncratic alternation between h and p(p) which has led scholars to 
assume that these sounds are historically related. The consensus is that [h] derives from *p 
(Hashimoto 1928; Martin 1987), on the basis that [h] reveals its historical roots in certain contexts. 
For example, in the formation of Sino-Japanese compounds an obstruent is realised as its 
corresponding geminate, as in (a), but exceptionally [h] geminates to [pp] rather than to [hh], as in (b).  

(a)   ichi + kai > [KMMCK] ‘one time’     (b) ichi + hai > [KRRCK] ‘one cupful’ 
   ichi + sai > [KUUCK]  ‘one year old’  ichi + ho > [KRRQ] ‘one footstep’ 
   ichi + tou > [KVVQ�] ‘one (large) animal’ ichi + hiki > [KRRKMK] ‘one (small) animal’ 
   ichi + shin > [K55K�] ‘first trial’   
   ichi + chou > [KV55Q�] ‘one block’ 

No synchronic explanation for the h~pp alternation presents itself, as the sounds involved have no 
shared properties, and furthermore, there is no parallel among other fricatives or stops in the system. 
On the other hand, the forms in (b) provide positive support for the idea that Japanese h has labiality 
in its genes. But if so, how is the loss of labiality to be analysed in words containing [h]? Since the 
eighth century *p has followed one of two lenition paths: 
             - intervocalic:   *p ĺ � ĺ � (ĺ zero) 
             - word-initial:   *p ĺ � ĺ h(~ç~�) 
In terms of consonant manner, these changes take a typical route along the ‘opening’ trajectory, each 
being represented by the loss of one element: [p] ĺ [�] (= loss of occlusion/|!|)  
       [�] ĺ [w] (= loss of noise/|H|) 
       [�] ĺ [h] (= loss of resonance/|U|) 

As for consonant place, this paper argues that in the history of Japanese, [�] lost its labial 
characteristics to become realised as placeless [h] word-initially (or [ç]/[�] as a result of vowel 
colouring) and as unrounded w (i.e. a glide approximating to velar [�]) between vowels. The 
motivation for this loss of labiality stems from its representation: in the version of Element Theory 
used here, labial place has a complex structure (headed |U|) while other place categories have simplex 
structures, e.g. velar has non-headed |U|, coronal has non-headed |I|. In this respect labial place has a 
relatively marked status and is thus a target for lenition, especially in the context of Japanese where 
the |U| element is known to be phonologically weak, e.g. the u vowel is an unrounded [/] (which 
functions as a default vowel) and the w glide is phonetically close to an unrounded [�]. Indeed, it has 
been suggested (cf. Yoshida 1999) that the weakness of Japanese u/w derives from its representation 
as non-headed |U| (cf. most other languages, in which labiality in consonants and vowels is 
represented by headed |U|).  

Assuming *p and intermediate [�] are both ‘truly’ labial and represented as headed |U|, there are 
only two ways in which this place property can undergo lenition: following path (1) |U| can weaken to 
its non-headed counterpart |U| and become realised as velar [�], or following path (2) |U| can be lost 
altogether to leave a placeless consonant. Both possibilities are seen to have taken place in the 
phonological development of Japanese. 
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Open syllable diphthongization in Italian and irregular sound change

Stefano Canalis – stefano.canalis@unipd.it

One  of  the  fundamental  questions  in  historical  phonology  is  the  motivation  for  the
(ir)regularity of sound change. Analogy, lexical borrowing and other non-phonological causes
may  obscure  the  regularity  of  a  sound  change,  but  –  according  to  the  Neogrammarian
hypothesis – once they are factored out, no exceptions should remain. However, some sound
changes seem to defy this assumption;  what is the status of ‘exceptions’ to sound change
which cannot be ascribed to non-phonological forces? How and when does irregularity arise
during sound change? Do irregular changes obey to fundamentally different mechanisms, or
do they share them with regular changes? The examination of non-systematic sound changes
may thus help understand the nature of sound change in general. This paper will discuss one
such  change,  namely  stressed  vowel  diphthongization  in  Old  Italian,  and  argue  that  its
irregularity does not motivate a radical departure from the Neogrammarian hypothesis.
Many Romance languages display (some form of) stressed vowel diphthongization. In Italian
it was restricted to open syllables (unlike other Romance languages, cf. e.g. Italian porta and
Spanish puerta ‘door’ < PŎRTA(M)); it targeted the mid-low vowels /ɛ, ɔ/, which became rising
diphthongs probably no later  than the 7th century (Castellani  1961) (e.g.  PĔDE(M) >  piede

[ˈpjɛːde] ‘foot’, FŎCU(M) > fuoco [ˈfwɔːko] ‘fire’). What is relevant here is the non-complete
regularity  of  this  diachronic  process;  although  most  occurrences  of  /ɛ,  ɔ/  underwent
diphthongization,  a  fair  quantity  of  words  with  non-diphthongized  vowels  do  exist.
Furthermore, not only diphthongization failed to apply in some lexical units, but several other
words display both forms in medieval texts (e.g.  miele and  mele ‘honey’, piede and  pede

‘foot’, luogo/luoco and logo/loco ‘place’). Some of the ‘exceptions’ have been accounted for
as the result of analogy, but these explanations are not always convincing. Moreover, one of
the apparent factors is indisputably phonological: it has long been noticed that there are more
‘exceptions’ to  diphthongization  in  proparoxytones  than  in  paroxytones.  Examining the
earliest Italian texts in the online corpus OVI (Opera del Vocabolario Italiano) I discovered
that  other  phonological  factors  may  be  less  strong  but  still  relevant  (at  a  statistically
significant level), as the presence of a complex onset before the stressed vowel, or voicing of
the preceding consonant; furthermore, lexical frequency – sometimes invoked as a motivation
for different rates of sound change – was found not to be relevant.
The exact origin of and motivation for Romance diphthongization(s) is a major matter of
debate in Romance linguistics, but many authors accept that is somehow related to vowel
lengthening in stressed syllables (supposedly because the longer the vowel, the more it is
difficult for speakers to maintain equal sonority and/or position along its overall duration, see
e.g. Sánchez Miret 1998). Indeed, in contemporary Italian vowels in stressed open syllables
are still allophonically lengthened: cf. /a/ in /sali/ [ˈsaːli] ‘you climb’ vs. /salivi/ [saˈliːvi] ‘you
climbed’, and /salgo/ [ˈsalgo] ‘I climb’. Interestingly, the same parameters that seem to have
influenced diphthongization are active in modern Italian vowel lengthening: stressed vowels
have been reported to be slightly shorter in proparoxytones than in paroxytones (a.o. Marotta
1985, D’Imperio & Rosethall 1999), as well next to complex onsets than next to simple onsets
(Fava & Magno Caldognetto 1976, McCrary 2004). Vowel lengthening is a regular allophonic
process in modern Italian; there is no reason to suppose that it was not so in Old Italian either.
It  thus  seems  that  irregularity  in  the  diphthongization  process  apparently  lied  in  the  re-
categorization phase (from a (lengthened) vowel to a glide-vowel sequence), rather than in the
phonetic emergence of vowel breaking. This finding suggests a two-stage model of sound
change (similar to these proposed by Durie 1996, Hualde et al. 2011) in which at least the first
stage  is  wholly  regular,  but  changes  in  lexical  representation  may  be  non-completely
systematic.



The development of the placeless nasal in Latin 
 
András Cser 
cser.andras@btk.ppke.hu 
 
 
The loss of nasals in pre-fricative and word-final positions is a well-known sound change in 
the prehistory of Latin (e.g. Leumann 1977:223–8, Weiss 2009:61–2, cf. Sen 2015:68–9). In 
this paper it is argued that the process was not simply one of loss with compensatory 
lengthening and nasalisation on the preceding vowel. What was structurally lost was only the 
place specification of the nasal in the relevant environments; and the coalescence with 
preceding vowels remained a low-level implementation process even in Classical Latin. This 
assumption, based on a parsimonious model of the internal structure of phonological 
segments, explains the morphological behaviour of the two suffixes consisting of the placeless 
nasal segment (AccSing for nominals and 1Sing for verbs) as well as the contrast between two 
types of original [m] + coronal stop sequences (eundem ’him, the same’ vs. emptum ’taken’). 
It also explains the phonologically odd behaviour of the prefix con-, whose nasal consonant 
assimilates to all stops and nasals except [n] (cf. cō-nubium ’marriage’) and is deleted before 
vowels (co-actus ’forced’, cf. Cser 2011). 
 The analytical goal of the paper is to demonstrate that the above mentioned nasal-
related phenomena can be given a strict and simple formal explanation that has both 
diachronic and synchronic relevance. The conceptual goal is thus to move towards 
rehabilitating explanatory models based on underspecification and infrasegmental structure, 
which complement functionally based models. 



Outcome of longterm language contact: towards a definition of an Egyptian Greek variant 
 
Sonja Dahlgren 
sonja.dahlgren@helsinki.fi 
 
Greek in Egypt shows many signs of language contact in the form of nonstandard spellings and 
morphosyntactic variation. Variation is evident from the beginning of the Ptolemaic period onward, 
first including nonstandard morphosyntax (see Vierros (2012) for Egyptian-influenced patterns in 
relative clause constructions), and growing stronger and more phonological in nature in the Roman 
period with reinforcing bilingualism and the emergence of Coptic Egyptian, which used the Greek 
alphabet with its vowel graphemes (see Gignac (1976) for nonstandard orthographic variants in 
Roman and Byzantine periods). 
 The impact of Egyptian phonology on nonstandard Greek orthography is easily detected in e.g. 
the fluctuation between voiced and voiceless stops, Roman period Egyptian lacking this distinction. 
Vowel variation is more opaque due to the process of Greek vowel raising. One clear indicator of 
Egyptian phonology affecting also nonstandard vowel orthography, however, is the marking of Greek 
unstressed word-final vowels in accordance with later Coptic conventions for depicting schwa, i.e. 
usually with <e> (Peust 1999: 253; Horrocks 2010: 112), as in <kerasen> for the standard kérason 
‘mix.IMP’   (OGN   I:   115).  Egyptian was a stress-timed language with a strong tendency to reduce 
unstressed syllables to schwa, whereas Ancient Greek was a mora-timed language and relied on word-
final vowel quality for certain grammatical distinctions. This manifestation of Egyptian phonological 
transfer on Greek inadvertently caused confusion of e.g. case and mood (Dahlgren and Leiwo in 
prep.) so its presence in other than texts written by L1 Egyptians seems unlikely. However, Egyptian 
transfer elements such as the reduction of the unstressed vowel also occur in documents by non-
Egyptian writers, e.g. the form pémpson ‘send.IMP’  being written as <pempson>, <pempsen> and 
<pempse>, all variants representing the  phonetic  form  [ˈpempsəә] (Leiwo forthc.). 
 This indicates a wider substrate effect on Greek spoken in Egypt. Egyptian phonological 
transfer is also visible in the many instances of the diphthong /ai/, due to Greek vowel raising 
pronounced [e] at this time, being depicted with both <e> and <a> in Egyptian texts. This suggests a 
lower variant for the phoneme in Egypt, perhaps [æ] (Horrocks 2010: 112). Among other indicators 
is also underdifferentiation of Greek /y/ as /u/ (Dahlgren forthc.). 
 For the present study, Egyptian phonological transfer on Greek in Egypt is studied through the 
Narmouthis Greek collection (OGN I), combined with a qualitative-quantitative comparative analysis 
of the nonstandard features in Greek usage in Egypt as a whole. Egyptian phonological impact on 
Greek will be verified by L1 phonologically-based misspellings of Greek loanwords in Coptic. 
Loanword adaptations are partly phonologically and partly phonetically grounded, and represented 
in  the  limitations  set  by  the  target  language’s  phonological  system and orthographic conventions (see 
e.g. Dohlus (2005) on the mechanisms of loanword adaptation). Supporting evidence for features 
belonging to the Coptic phonological system will be gathered by comparing Greek loanword 
treatment in Coptic to the similar treatment of Arabic loanwords in the later periods of Coptic. This 
will serve as reinforcing evidence in separating Coptic phonological integration for loanwords both 
Arabic and Greek from the language-specific features of these languages. Both Greek and Arabic 
brought foreign phonemes into the Coptic phonological system, attempted to be repeated as far as 
was possible within the L1 phonemic reality. Analysing the representation of these can be used to 
narrow down which elements of nonstandard Greek vowel usage stem from Egyptian influence and 
which are Greek internal. This combined study will help in defining an Egyptian Greek variant. 
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The evolution of the different distributions of contrastive vowel nasalization in Basque

Ander Egurtzegi (Complutense University of Madrid)

aegurtze@ucm.es

Contrastive vowel nasalization is usually a consequence of the reinterpretation of the

phonetic nasalization of a vowel due to coarticulation with an adjacent nasal consonant as

originating in the vowel itself (cf. Ohala 1993: 247-248; Hajek 1993; Beddor 2009). Basque

developed  contrastive  vowel  nasalization  after  the  loss  of  the  nasalized  laryngeal  /ɦ̃/

(Egurtzegi 2014: 148-149). This segment systematically developed from older intervocalic *n

in Common Basque, the stage of the language preceding the current dialectal division, which

Michelena  (1981  [2011]:  540-541)  placed  around  the  5th-6th centuries.  The  loss  of  the

nasalized  laryngeal  did  not  occur  under  the  same circumstances  in  all  dialects,  and  thus

yielded  different  distributions  of  contrastive  nasalization.  This  paper  discusses  the

development of two different patterns of contrastive vowel nasalization in different Basque

dialects.

The analysis  is  based on the differences  observed in the emergence of contrastive

vowel nasalization in the contiguous eastern Basque dialects Zuberoan and Roncalese, which

yielded different distributions of this feature in these dialects. While modern Zuberoan shows

contrastive  vowel  nasalization  only  in  the  stressed  last  syllable  of  the  word  (as  in  hügü̃́

‘repugnance’,  hazkũ ‘badger’,  bedezĩ́ ‘physician’ or  orgã́ ‘cart’), the now extinct Roncalese

dialect had phonologically nasalized vowels in any stressed syllable of the word (cf.  gã́zta

‘cheese’,  õl ‘board’,  ardã́ũ ‘wine’ or  ĩ́ze ‘hunt’). In addition, these two dialects possessed

different nasalized vowel inventories, with Zuberoan lacking phonologically nasalized mid

vowels as well as phonologically nasalized diphthongs (compare Zuberoan ardũ to Roncalese

ardã́ũ ‘wine’).  Other  Basque dialects  with  attested  contrastive  vowel  nasalization  will  be

briefly discussed, such as the western Archaic Bizkaian from the 16th century, which shows a

distribution of the contrastive nasalization resembling that of Roncalese.

In  short,  this  paper  discusses  the  emergence  of  two  very  different  patterns  of

contrastive vowel nasalization in two neighboring dialects of Basque from a common stage of

the language with no contrastive vowel nasalization.



Are$there$impossible$changes?$θ$>$f$but$f$≯#θ$
#

Patrick(Honeybone,(University(of(Edinburgh,(patrick.honeybone@ed.ac.uk(
#

One#question#that#historical#phonology#should#reasonably#seek#to#answer#is:#are$there$
impossible$changes?#That#is:#are#there#imaginable#changes#that#we#could#reasonably#
expect#to#occur#in#the#diachrony#of#languages’#phonologies,#but#which#nonetheless#do#
not#ever#occur.#If#we#can#answer#this#question#with#a#‘yes’,#we#can#go#on#to#ask#why#they#
are#impossible#–#this#is#in#principle#a#separate#question,#but#asking#it#opens#the#door#to#
the#development#of#a#theory#of#possible#changes.#In#this#paper#I#seek#to#spell#out#what#it#
really#means#to#consider#whether#there#are#impossible#changes#(in#the#segmental#realm)#
and#what#we#need#to#do#in#order#to#answer#the#question#for#any#specific#case.#I#argue#
that#the#best#evidence#indicates#that#there#are#indeed#impossible#changes#(which#I#
symbolise#using#‘x#≯#y’#to#imply#that#‘x#cannot#change#into#y’),#and#that#f#≯#θ#is#one.#

The#question#is#not#new:#Bredsdorff#(1821)#and#von#Raumer#(1837)#were#already#
discussing#expected#pathways#of#change#(eg,#d#>#ð,#thus#also#implying#‘unexpected#changes’),#
and#Weinreich,#Labov#&#Herzog#(1968)#see#it#as#part#of#the#‘constraints#problem’;#it#is#part#of#
‘diachronic#typology’#(Kümmel#2015).#But#what#do#we#need#to#consider#in#order#to#answer#it?##
#

(i)# we#should#consider#only#endogenously#innovated#changes#–#there#may#well#also#be#
constraints#on#how#contact#can#affect#systems,#but#the#constraints#need#not#be#the#
same#–#changes#can#be#innovated#due#to#exogeny#that#seem#unlikely#through#
endogeny#(eg,#Ø#>#h#in#varieties#of#English#that#used#to#have#‘h_dropping’)#

(ii)# we#should#consider#only#‘neogrammarian,#natural’#changes#(‘N9changes’),#not#
changes#which#are#due#to#analogy#or#major#(re)analysis#(‘A_changes’);#A_changes#
can#lead#to#diachronic#correspondences#that#do#not#occur#in#N_changes#(eg,#r#>#z#/#
V__V#in#coren#>#chosen),#or#involve#massive#leaps#(eg,#n#>#Ø#/##__#in#næddre#>#adder)#

(iii)#we#should#only#consider#‘plausible’#changes!–!it#is#not#interesting#that#tʃ͡#≯#œ#
because#this#would#involve#so#many#alterations#in#features#at#once#that#this#fact#by#
itself#precludes#such#a#change#(so#tʃ͡#≯#œ#is#not#theoretically#interesting)#

(iv)#we#thus#need#to#constrain#ourselves#to#considering#changes#that#involve#only#one#
quantum#(Lass#1997)#–#to#minimal#changes,#and#not#to#diachronic#correspondences#
that#represent#the#telescoping#of#a#chain#of#changes#

(v)# we#can#constrain#the#set#of#changes#to#only#those#that#are#plausible#by#considering#the#
directionality#of#possible#segmental#diachronic#correspondences#–#thus,#if#x#>#y#is#well#
attested#in#the#history#of#languages,#is#also#y#>#x?;#if#x#>#y#is#possible,#we#can#reasonably#
imagine#that#y#>#x#should#also#be#possible,#unless#there#is#something#that#prevents#it##

• the#question#is#thus#really:#are$there$any$impossible$plausible$endogenously9
innovatable$one9quantum$N9changes?#All#of#these#conditions#involve#complex#and#
controversial#categories,#but#we#must#aim#to#consider#them#in#order#to#answer#the#
basic#question#(because#we#should#not#compare#apples#and#oranges).#

#

On#this#basis,#I#argue#that,#while#θ#>#f#is#attested#in#the#history#of#languages#(eg,#in#
English,#Arabic,#Italic),#and#thus#f#>#θ#is#in#principle#plausible,#this#is#in#fact#a#directional#
change,#so#f#≯#θ.#Blevins#(2015)#writes#that#“[t]he#existence#of#f#>#θ#sound#change#is#
disputed#(e.g.#Garrett#and#Johnson#2012);#however,#there#appears#to#be#at#least#one#clear#
case...”.#I#consider#how#we#might#find#counterexamples#to#proposed#‘impossible#changes’#
and#I#show#that#candidate#examples#of#f#>#θ#do#not#fit#the#bill.#This#involves#a#consideration#
of#the#only#known#potential#cases#–#in#(i)#New#Castile#Spanish#and#(ii)#Pulo#Annian,#where,#
in#(i)#there#are#correspondences#“of#the#type#celipe#‘Felipe’,#cinca#‘finca’”#(where#<c>#=#[θ],#
see#Moreno Fernández#1996),#and#in#(ii)#“Proto_Micronesian#*f#became#/ð/#(orthographic#
<d>)”#(Parkvall#and#Odango#2010).#I#show#that#(i)#is#not#the#result#of#an#N_change,#and#
that#(ii)#is#not#a#straightforward#change:#it#involves#a#merger#with#/t/,#the#only#evidence#
that#we#have#(Oda#1977)#implies#a#lenis#result,#which#is#described#as#alveolar#and#paired#
synchronically#with#/z/,#and#patterns#lexically#as#if#it#is#/d/.##

There#are#thus#no#clear#cases#of#f#>#θ,#despite#considerable#effort#to#find#them,#so#f#≯#θ.#



Apparent time changes in the phonological forms and pragmatic use of because in 

Bolton, Lancashire English

Daniel Huber

Université de Toulouse 

The present contribution intends to analyse patterns of full and reduced forms of because in 

Lancashire (Bolton) English, as observed in its ca. 300 occurrences in the semi-guided and 

free conversations in the corpus of spoken Lancashire English of the PAC project (Carr, 

Durand & Pukli 2004, Durand & Pukli 2004). This component of the PAC project, collected 

on the networking principle used by Labov and the Milroys in various studies and recorded in 

late 2002, comprises recordings from 10 speakers (1 male and 9 females) between 23 and 83 

years of age, with the interviews running to a total of 5 hours. While the data can be regarded 

as relatively small, they are varied enough to make sense of the observable patterns in terms 

of apparent-time changes, both as far as the phonological variants of because and its 

pragmatic uses are concerned.

It will be demonstrated that the distribution of the phonological variants shows 

changes in apparent time. Firstly, the oldest speaker did not use monosyllabic forms at all 

while the two next oldest speakers still did not have the same range of variants as middle-aged 

and youngest speakers in the corpus did. Secondly, even the occurrence and distribution of 

monosyllabic forms confirms an apparent-time change in the corpus. The LPD (Wells 2008) 

lists variants across standard varieties that can differ according to 4 factors: the identity of the 

stressed vowel: /ɒ ɔ: ʌ ɑ:/ (even /ə/!); the voicing of the final sibilant: /s/ vs. /z/; the amount of 

reduction in the unstressed vowel: /ə i/; and mono- or disyllabicity. Corpus data from Bolton 

reveal, beyond the variants just mentioned, further reduced variants. A variant [bʊ'kɒz], with a 

labial, or at least labial-coloured, unstressed vowel, occurs a few times in one speaker in the 

more formal semi-guided interview. In the same type of dialogue, a curious variant [tə'kɒz] 

occurs in another speaker a number of times. Finally, the data clearly show that the 

distribution of mono- and disyllabic forms does not depend either on speech rate or on the 

informality of the context: in other words, this variation is not a fast speech reduction process. 

From a pragmatic point of view, because occurs in various discourse functions, not all 

of which are found equally across different ages. This also points towards changes in apparent 

time. For example, the discourse progression structure A–because B–so A' (described by 

Passot 2007 based on another spoken corpus of RP) is virtually absent in the data from older 

speakers in Bolton. Corpus data further reveal occurrences of a modified template for this 

structure, apparently not discussed in the literature so far, where A' is supplied by the 

conversation partner. Finally, younger speakers frequently use because to elicit further 

information on the topic under discussion (absent from middle-aged and younger speakers) 

and use 'style disjuncts' (Quirk et al. 1985:615) much more readily to ''[define] in some way 

under what conditions [they are] speaking as the 'authority' of the utterance''.
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T� phon�tic pr�cursors of aspiration dissimilation: 
�vid�nc� from Ab�rystwyth English
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Ov�rvi�w. Tis paper investigates the phonetic precursors of aspiration dissimilation with regard
to Ohala's  coarticulation hypercorrection theory.  Data  from Aberystwyth  English  shows that
speakers reduce coarticulation in the context most likely to trigger dissimilation. Tis behaviour,
previously documented in Mongolian, may then be seen as another path to dissimilation (Garret
2015) or as a strategy to preserve unambiguity in the speech signal.

1. Ohala's coarticulation hyp�rcorr�ction th�ory (e.g. Ohala 1981, 1993) is a widely accepted
theory of dissimilation (Bye 2011). In this view, dissimilation arises when coarticulation in the
speech signal is misinterpreted by the listener throuɡh hypercorrection. For example, in the well-
known regressive aspiration dissimilation known as Grassmann's Law in Ancient Greek, Proto-
Greek /thrikhos/ 'hair' GEN. sg. would be produced [thrri rkhors]; the aspiration/breathiness pervading
the word may then be misinterpreted by the listener as a coarticulation efect,  originating in
the /kh/; the perceived [thrri rkhors] is then reconstructed by the listener as /trikhos/. Tis hypothesis
implies that post-aspirated stops are able to afect the preceding vowel in a perceptible way, so
that breathiness of [i r] is likely to be interpreted as triggered by the following [kh] (Ohala 1992).

2. Voicing pr�s�rvation in Mongolian was recently interpreted by Garret (2015) as another
possible path to dissimilation.  Mongolian has a series  of  pre-aspirated stops,  which are  post-
aspirated in uterance-initial position: ##[ChVhC], and contrast with lenis stops (Svantesson et al.
2005,  Svantesson  & Karlsson  2012).  Proto-Mongolian  *ChVCh sequences  underwent  regressive
aspiration  dissimilation  in  the  majority  of  dialects  (e.g.  Chahar),  progressive  dissimilation  in
Eastern Mongolian (e.g. Monguor), and no dissimilation in Ulaanbaatar Halh.

 Proto-Mongolian Chahar Monguor Halh
*thatha tath- thita-  thath- 'to pull'

Remarkably, although the Halh dialect did not undergo dissimilation, aspiration in this dialect still
presents a related patern: post-aspiration in the initial spread glotis stop is signifcantly shorter
before pre-aspirated stops than before other consonants. For example, the [th] of [thaɮ] 'steppe' has
an average VOT of 72 ms, while the [th] of [thahtəx] 'to pull'  has an average VOT of 50 ms. In
contrast to Ohala's prediction, coarticulation is reduced precisely in the context where it is most
likely to create ambiguity in the signal.  Garret (2015) interprets this efect as another possible
precursor  to  dissimilation,  opposed to  coarticulation:  reduction of  the  frst  aspiration gesture
would arise from gestural organization or motor planning (Garret & Johnson 2012), and might
eventually result in complete loss of the frst aspiration.

3. Ab�rystwyth English. Aberystwyth English (AbeE) is another language behaving like Halh
Mongolian,  and  phonetic  details  about  aspiration  reduction  in  AbeE  allows  for  a  beter
understanding of the phenomenon. Fortis stops in AbeE are both pre- and post-aspirated, as in
weapon ['werhphərn]  (Hejná  2015);  the  same  has  been  found  for  Manchester  English  (Hejná  &
Scanlon 2015) and Welsh (Morris & Hejná 2014; Iosad, pc). Te source of aspiration in a word like
pater may  then  be  ambiguous. Interestingly,  however,  phonetic  measurements  based  on  12
English speakers from Aberystwyth (550-620 tokens per speaker) show that the degree of pre-
aspiration of  C2 in C1VC2-  sequences  depends on the  quality  of  C1:  the intervening vowel  is
signifcantly less breathy, and a smaller portion is pre-aspirated, when C1 is a fortis stop (/p, t, k/)
or /h/ than when it is a lenis stop (/b, d, g/). As in Halh, a portion of voicing is preserved when the
vowel is most likely to undergo complete coarticulation with the neighboring aspirated stops. In
light of these results, we discuss Garret's theoretical interpretations: whether such an efect can
be  caused  by  motor  planning,  and  whether  voicing  preservation  could  be  another  path  to
dissimilation.



Nonesuch	contrasts	via	loanwords	
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To	 what	 extent	 can	 new	 phonemes,	 particularly	 those	 that	 clearly	 fall	 within	 the	
category	 of	 ‘nonesuches’,	 be	 introduced	 into	 a	 language	 purely	 on	 the	 basis	 of	 loans?	
Furthermore,	to	what	extent	can	‘nonesuch’	as	well	as	‘marked’	phonemes	be	reinforced	
in	the	language	by	loans?	In	our	view	a	new	phoneme	entails	a	non-contrastive	feature	
becoming	contrastive	in	the	language.	We	claim	that	the	phonological	grammar	does	not	
allow	 any	 new	 contrast	 to	 be	 realised	merely	 on	 the	 basis	 of	 loans.	 However,	 this	 is	
quite	a	contentious	statement,	since	there	are	a	number	of	accounts	in	the	literature	of	
the	 borrowing	 of	 phonemes	 from	 one	 language	 into	 another	 as	 a	 result	 of	 intense	
contact	between	languages;	for	example	clicks	were	borrowed	into	Bantu	where	it	has	
been	 claimed	 that	 they	 were	 borrowed	 due	 to	 special	 sociological	 circumstances	
(Herbert	 1990).	We	will	 closely	 examine	 three	 (unusual)	 instances	where	 loans	 have	
been	 claimed	 to	 have	 introduced	 as	 well	 as	 reinforced	 nonesuch	 categories.	 These	
include	English	 /θ/,	Bengali	 /ʈ/	 and	German	/p/.	A	brief	 sketch	of	 the	 essential	 facts	
follows.	
	
Modern	English	 is	one	of	 relatively	 few	 languages	 to	have	phonemic	dental	 fricatives.	
These	were	 inherited	 from	 Indo-European	 via	 Grimm’s	 Law	when	 all	 voiceless	 stops	
became	voiceless	 fricatives.	However,	most	of	 the	 surviving	Germanic	 languages	have	
lost	them	since	they	are	relatively	marked	sounds:	around	18	of	451	UPSID	languages	
have	a	voiceless	dental	fricatives.	English,	on	the	other	hand,	has	seen	an	increase	in	the	
number	of	words	with	/θ/.	In	a	corpus	search,	using	the	Celex	database,	we	found	that	a	
large	 proportion	 (around	 60%)	 of	 Modern	 English	 words	 with	 /θ/	 are	 borrowed,	
particularly	in	medial	position.	The	rate	of	borrowing	increased	in	the	16th	century,	and	
we	argue	 that	many	of	 these	came	 from	Greek,	being	highly	specialised	vocabulary	 in	
the	fields	of	medicine,	philosphy	and	theology.		
	
German	/p/	 is	unusual	not	because	the	phoneme	is	a	nonesuch	(e.g.	377	 languages	 in	
UPSID	have	/p/),	but	because	in	the	transition	from	West	Germanic	to	Old	High	German,	
initial	 voiceless	 /p/	became	/pf/.	Consequently,	Modern	German	/p/	 is	 only	 found	 in	
loanwords.	 Words	 with	 initial	 /p/	 come	 either	 from	 other	 Germanic	 languages	
(including	Low	German)	or	from	loans	from	various	sources.	Indeed,	Swiss	German	has	
borrowed	/p/	as	a	word	 initial	geminate	since	 it	does	not	maintain	a	voicing	contrast	
(cf.	Lahiri	&	Kraehenmann	2004).		
	
Retroflex	 consonants	 are	 clearly	 thought	 to	 belong	 to	 the	 nonesuch	 category.	 It	 is	
assumed	 that	 they	 have	 been	 borrowed	 into	 Indo-Aryan	 languages	 from	 Dravidian	
(Emeneau	1956).	However,	Bengali	not	only	has	/ʈ/	in	all	word	positions,	but	also	uses	
it	 very	 productively	 in	 morphological	 processes.	 For	 example,	 the	 language	 has	
reduplication	of	full	words	for	plurality	where	the	initial	consonant	of	the	reduplicated	
word	 is	 /ʈ/:	 [ʃari]	~	 [ʃari-ʈari]	 ‘sari	 and	 such’.	 Furthermore,	 the	 very	 frequently	 used	
classifier	is	a	/ʈ/:	[ʃari-ʈa]	‘that	sari’.		
	
In	 all	 three	 instances,	 we	 argue	 that,	 rather	 than	 the	 phonemes	 being	 borrowed	
‘wholesale’,	the	internal	phonological	grammar	of	the	native	speaker	has	facilitated	the	
onset	of	‘nonesuch’	new	phonemes,	and	the	reinforcement	of	existing	contrasts.	



FROM LATIN TO ROMANCE: COMPUTATIONAL MODELING OF SYNCRETISM

Tyler Lau, Maria Polinsky, & Jake Seaton
tylerlau@berkeley.edu
Introduction: We employ a connectionist simulation to model the simplification of Latin nominal mor-
phology in the transition to the modern Romance languages. The results address the effects of phonology,
analogy, and learnability on language change and the question of how much information a model requires
to make correct predictions about change and directionality of change.
Background: While the Latin nominal system consisted of five declensions and six cases, rampant syn-
cretism is believed to have been the main factor for simplification. In the daughter Romance languages,
declensions IV and V disappear, while Latin N(euter) S(in)g(ular) merges with M and N.PL(ural) with
F, due to phonological similarity with the singular forms, respectively. By the time of late Latin, the
oblique forms (including GEN(itive)) were soon replaced by periphrastic phrases of the form preposition

+ ACC(usative) (Meyer-Lübke 1904). The merging of SG NOM(inative) and ACC has been attributed to
the loss of final -m, while the plural in modern western Romance is characterized by an -s ending, while
eastern Romance shows -i for M.PLs and -e for F.PLs. It has been argued both that the eastern Romance
endings derive from the Latin ACC.PLs -Vs like their western Romance counterparts (D’hulst 2005) and
also that they derive from the NOM.PL -i/-ae/¯e (Rosetti 1986). We explore whether simulation can account
for the changes with just phonology and frequency alone.
Model: A neural net was built which takes as its input a feature representation each noun’s phonemes
and animacy (n=454). For training, each token is introduced several times depending on its frequency
in Vulgar Latin and its case/number. The model then predicts gender, declension, case, and number via
phonemic/semantic cues. The imperfect output is fed into the next generation, compounding “errors” over
time and thus simulating language change, over 15 generations. Two features were toggled: 1) Whether
the three cases (NOM, ACC, GEN) were equidistant or whether ACC lay in between NOM and GEN
(encoding semantic relationships between the cases). 2) Whether the genitive was dropped at generation
8 (ca. 200AD, assuming 25 years a generation).
Results: We demonstrate first that semantic encoding of the relationship between the cases is necessary to
the loss of the genitive. The left figure shows the forms that remain at generation 15 in 50% or more of the
trials. As can be seen, declensions IV and V disappear completely, as expected. Among the cases, ACC
is highly robust, according with history. NOM survives where it is identical to ACC (Declension III) or
where it would be identical once ACC.SG historically lost final -m. GEN.SG disappears completely while
GEN.PL survives in Declension II in about half of the trials due to a common -rum ending across the trials.
Second, genitive drop is crucial to the reanalysis of N.PLs as Fs and for the merging of N.SGs with Ms (in
the trials in which N.SGs do not migrate to M, it is the M.SGs that migrate to N), suggesting that increased
use of the prepositional+ACC construction was a large factor in the loss of the genitive. The results
show that while phonology and frequency can account for morphological class mergers, morphosemantic
features must also be accounted for to predict directionality. These simulations also provide a model in
which synchronic states may be used to predict diachronic effects.
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COUNTING SYLLABLES IS DOWN FOR THE COUNT

THE CASE OF CLASSICAL ARMENIAN AORIST SUBJUNCTIVE DISSIMILATION OF AFFRICATES

MARTIN MACAK

UNIVERSITY OF GEORGIA

macak@uga.edu

The present analysis is part of a larger study involving four additional morpho-phonological 

phenomena in the synchrony and diachrony of Armenian currently described with reference to 

syllable count.  It is argued that generalizations based on syllable count are epiphenomenal.  

As a case in point, the productive alternation observable in the formation of Classical 

Armenian aorist subjunctive (roughly, future perfective), exemplified by the data in (1), is 

traditionally described with reference to syllable count: the dissimilation of affricates only occurs if 

the aorist stem (underlined) is polysyllabic, as in (1b); monosyllabic aorist stems, (1a), do not undergo

this dissimilation  (Meillet 1913: 95; Jensen 1959: 98; Godel 1975: 15).

 (1) a.   lac
c
c

c
es   (traditionally pronounced [l tsɑ  h.tshέs])  ‘thou shalt weep’ 

 b.   stasc
c
is   (traditionally pronounced [ s.t sə ɑ .tshís])  ‘thou shalt obtain’

The proposed analysis first argues that the generalization based on counting syllables is based

on a philologically questionable input: the traditional pronunciation which is several centuries 

removed from the original orthography (ca. 400 CE).  At this point (ca. 1100+ CE), Classical 

Armenian was a fully-fledged artificial literary language (Weitenberg 1993), and its orthography was 

phonetically filtered through a later phonological system.  

The original written forms such as lac
c
c

c
es are  compatible with a phonetic interpretation in 

which the affricates are not in contact, i.e.,*[l .tsɑ h .tsə hέs].  The intervening schwa represents a 

pretonically reduced high vowel underlyingly present on the subjuctive suffix, cf. lac
c
ic

c [l .tsɑ hítsh] ‘I 

shall weep’ derived from */l -tsɑ h-itsh-Ø/ √-AOR-SUBJ-1SG.

Moreover, the dissimilation of obstruents across syllable boundaries was a productive process

at a relatively recent prehistoric stage, cf. kskic [k s.kíts] ‘itching’ from an earlier reduplicated ə

*[kits.kíts].  Thus, the assumption that the originally recorded alternation was stasc
c
is[ s.t s.tsə ɑ hís] vs. 

lac
c
c

c
es *[l .tsɑ h .tsə hέs] and that the dissimilation was phonologically fully predictable when the two 

obstruents were in contact becomes a possibility.  What remains to be explained is the complete 

reduction of the underlying high vowel in the descriptively polysyllablic aorist stems vis-a-vis the 

partial reduction in the monosyllables. 

To account for the latter alternation, a constraint-base analysis in the framework of Optimality

Theory (Prince & Smolensky 1993) is proposed which shows that the descriptive generalization based

on counting syllables falls out from the interaction of high ranking principles on prosodic domination 

(Nespor & Vogel 1986; Selkirk 2004) and specifically ranked morpho-phonological alignment 

requirements (McCarthy 2002).



Typological shift from a word language to a syllable language and vice versa 

Roland Noske            roland.noske@univ-lille3.fr 

The  distinction  between  ‘syllable-timed’  languages  and  ‘stress-timed’  languages  (introduced by 
Pike & Pike 1945 and Abercrombie 1967) has been shown to be inadequate on several occasions 
(e.g. by Roach 1982). Dauer (1983, 1985) has shown that the intuitions of linguists on which the 
distinction was based, is in fact a perceptual effect of differences in syllable complexity, in contrast 
between stressed and unstressed syllables, as well as in the relative importance of the role of word 
accent.  Taking  into  account  Dauer’s  findings  and  building  upon  Nespor  &  Vogel’s  (1986) Prosodic 
Phonology, a new distinction between two ideal types of language was developed: that between 
languages in which the syllable is the central prosodic  category  (‘syllable  languages’)  and  those  
where the prosodic word is the central category (Auer 1993, 1994, 2001; Caro Reina & 
Szczepaniak 2014). 
 In contrast to word languages, syllable languages have, among other things, the following 
characteristics: (i) a simple syllable structure, (ii) clear syllable boundaries, (iii) no violation of 
sonority hierarchy, (iv) possibility of geminates, (v) little influence of stress on syllable structure, 
(vi) no morphologically influences syllabification, (vii) possibility of  tone on unstressed syllables, 
(viii) no positionally determined allophones, (ix) no vowel reduction, (x) no diphthongization of 
stressed syllables, (xi) epenthesis for the sake of syllable optimization, not for morphological 
reasons, (xii) liaison across morphological boundaries. 
 Using several of these criteria, Szczepaniak (2007) (in a monograph on the typological 
development of German) shows that in the course of twelve centuries, High German has developed 
from a clear syllable language to a word language. For instance, in Old High German many 
phonological processes, such as vowel epenthesis and loss of r before a consonant have the role of 
optimizing syllable structure. However, in Early New High German there are processes which 
strengthen the role of the phonological word, often to the detriment of optimal syllable structure, 
like consonant epenthesis (including glottal stops) at phonological word boundaries, as well as a 
significant reduction of external sandhi phenomena. 
 The evolution can also go into the opposite direction: although, as in High German, the 
typological shift was mostly that from a syllable language to a word language in Germanic 
languages, there have been movements in Scandinavian back to a syllable language (Braunmüller 
2014, who uses the term “typological cycle”). 
 In addition, Cunha (2010) shows that varieties of one language may develop in 
typologically opposite ways, as in this case of European Portuguese (a relative word language) 
and Brazilian Portuguese (a relative syllable language). 
 Using the above sketched typology, I will firstly show in this poster that French has 
developed in the opposite direction from what German did, i.e. from a word language to a (in many 
respects) syllable language. While, e.g., in Old French vowel reduction (a property of a word 
language) was pervasive, this process has stopped to be productive in Early Middle French. 
Instead, a process of schwa-deletion came into being, based on principles of syllable optimization 
(a feature of a syllable language). Also, word stress has disappeared around the 15th century, thus 
enhancing further the syllable language character of French. 
 Secondly, I will show that Dutch, like Portuguese, has undergone a typological split. While 
in Northern Dutch (spoken in the Netherlands) there are processes of apocope, productive vowel 
reduction and continuing diphthongization, these processes, typical of word languages, are absent 
in Southern (Belgian) Dutch. In this latter variety, by contrast, we witness, among other things, 
liaison phenomena over morphological boundaries, typical of syllable languages. 



The role of complexity in possible sound changes 
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One of the topics that this symposium addresses is the question which sound changes are 
possible, and which are not. Obviously, many factors play a role here, and I would like to 
single out one of them: complexity. 
 
It has been argued that linguistic typology is constrained by acquisition biases, which are 
present in every generation of human learners (e.g. Christiansen & Chater 2008), and that the 
iterated effect of such biases is a reduction of complexity in various linguistic subsystems 
(e.g. Kirby, Tamariz, Cornish & Smith 2015). I will present empirical evidence that such a 
reduction indeed occurs in the acquisition of data sets whose internal structure is based on 
cross-linguistically frequent plosive inventories.  
  In this study, human subjects (n = 96) learned stimuli that could be described as 
combinations of one binary feature (in plosive inventories: voicing, e.g. voiced vs. voiceless) 
and one ternary feature (in plosive inventories: place of articulation, e.g. labial vs. coronal vs. 
dorsal). Since very young infants are already sensitive to these features (e.g. Eimas et al. 
1971), and because the experimental task would be too complex for prelinguistic infants, I 
used adult participants who learned a sign language instead of speech. This way, the task still 
concerned de novo acquisition. Learners were exposed to photos of the signs in their data set, 
and then carried out a classification task. 
  Assuming that a spoken language uses at least three of the possible six categories, any 
inventory can be reduced to one of the following category structures, or ‘types’ (similar to 
Shepard et al.’s (1961) types, used by Moreton et al. (2013) in phonology). A black dot 
indicates that a feature combination is present, a white dot indicates an absent category. A  
language with /p t k/ would be of Type I; a language with /b t k/ would be of Type III. 
 
 

 

 
   I        II       III       IV       V       VI       VII      VIII 
 
 

The experimental results show an effect of type on proportion of correct classifications 
(p < .001); most errors favour regular systems, i.e. types without gaps, which have less 
complex internal structures (cf. Feldman (2000) for a quantification of complexity). Learners 
do not seem to make errors that increase complexity.  
 
We can regard any incorrect classification as a change, because the learner’s interpretation is 
different from his input. In that light, these results make predictions about possible sound 
changes: learners like to reduce complexity in the phonological system, so any change that 
does the opposite is not expected to occur. 
  However, my learning experiment aimed to investigate learning preferences only. It 
minimised the role of other relevant factors in sound change, such as perceptual saliency, ease 
of articulation, influences of other levels of linguistic analysis, etc. Attested and unattested 
sound changes can shed light on the role of exactly these factors, and on the way they interact 
with inductive biases. Interestingly, sound changes exist that are unexpected from the 
perspective of complexity: for instance, the loss of phonemic /g/ in Dutch created a gap in the 
Dutch plosive inventory. I will explore attested sound changes and investigate how they relate 
to complexity, and how the two constrain each other. 
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The past decade has seen a rise in applications of computational tools originally devel-

oped for phylogenetic reconstruction in biology to linguistic data, leading to enthusiastic

exclamations by the methods’ proponents, scepticism from traditional linguists, and little

to no consensus between the two. Constructive interactions appear to be hindered by

mutual accusations of misunderstanding each other’s fields – biologists not understand-

ing (or trivialising) the nature of linguistic data, and linguists not understanding (or

questioning the applicability of) the computational methods involved.

This work is an attempt to understand and reconcile the two positions where possible,

first and foremost by paying close attention to how di↵erent types of linguistic data are

obtained, and how these match (or don’t match) the kind of input data that the methods

are devised for. I will highlight how the purely symbolic encoding used in computational

studies does not di↵erentiate between cognacy judgements and descriptive or typological

traits, two types of data which are of a qualitatively very di↵erent nature. After arguing

that the use of the former is in fact tautological I discuss how reconstructions based on

the latter fall prey to Galton’s problem, i.e. they cannot determine whether similarity

between languages is due to common descent, horizontal transfer (borrowing), or parallel

evolutionary developments.

While anthropologists working with cross-cultural data are well aware of Galton’s

problem it is interesting to note that it is largely unheard of in linguistics. I will show

how linguistic reconstructions can escape Galton’s problem thanks only to the duality of

patterning of human languages, and how the Comparative Method has been leveraging

this little noted fact since its very inception. Finally, I will also look at some of the most

recent endeavours in computational reconstruction that take into account the internal

structure of words, showing how they successfully address some, but not all, of the issues

raised.



Dimensions of ɦ-metathesis and phonetic adjustment 

Nasir Abbas Syed (nasirabbassla@gmail.com) 

The current study presents examples of adjacent and long distance metathesis in Saraiki, an 
Indo-Aryan language. It shows how phonetic adjustment is done using metathesis as a repair 
strategy to satisfy a constraint which allows voiced fricative [ɦ] only word-initially. [ɦ] is 
most frequent target of metathesis in Saraiki. Transposition of [ɦ] from syllable-final or 
word-medial position triggers if a suitable landing context is available within the word 
boundary. Voiced phonemes are targets of landing for [ɦ]. The preferred direction of 
movement is rightward although leftward displacement of [ɦ] also occurs in Saraiki. 
Considering LINEARITY a gradient constraint, Hume (2001) claims that maximum two 
violations of LINEARITY are possible in one case. Therefore, Hume and Mielke (2001) 
delineate that metathesis normally occurs in adjacent phonemes only. But in Saraiki [ɦ] 
sometimes skips over three phonemes. Hume claims that since metathesis is segmental, it 
may not be treated as other phonological processes like assimilation which involve features. 
Buckley (2011) also considers that phoneme metathesis provides evidence in favour of 
innateness of segments in language. The current study provides examples of feature 
metathesis which is rare in synchronic phonology. There are examples of feature metathesis 
in Saraiki in which only two features swap positions. In these cases, when feature [breathy 
voice] lands at implosives, feature [constricted glottis] moves to the voiced stops. According 
to Hume (2004), only those structures which are independently attested in the language, 
emerge as output of metathesis. The same occurs in Saraiki. There are no aspirated fricatives 
and breathy voiced implosives and fricatives in Saraiki. Therefore, fricatives and implosives 
are never targeted in ɦ-metathesis. Breathy voiced sonorants are limited to word medial or 
final position; therefore, [ɦ] targets sonorants on word-medial and -final position only. 
Voiceless aspirated stops exist in Saraiki but [ɦ] does not target them in synchronic 
metathesis. However, in historical development, there are examples of metathesis as a result 
of which voiceless unaspirated stops became aspirated. Sanskrit 'st' clusters changed into 'th' 
in Saraiki. The direction of change is 'st'→'ht'→th→'th' (Masica, 1991). In cases where [ɦ]  
displacement  is  not  possible,  phonetic  adjustment  is  made  by  vowel  metathesis  (appendix-F).  
When  'ã'  (plural  marker)  is  added  to  the  words  ending  on  [i],  the  [i] palatalizes the preceding 
consonant e.g. 'pəәtti+ã'→'pəәttjã'  *pəәttiã.  But  if  the  consonant  before  [i]  is  [ɦ], then instead of 
palatalization of [ɦ], vowel displacement occurs, e.g. 'kəә.ɦi+ã'→'kəәi.hã',  *'kəәɦjã'. 
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I will show that the use of spaces in the Beowulf manuscript contains important clues about 
the placement of both primary and secondary stress in Old English (OE) alliterative verse. 
Most, if not all, scholarly work on scansions of OE alliterative verse agrees on the placement 
of primary stress, but the exact nature of secondary stress remains a subject of debate. Bliss’ 
(1962) scansion of Beowulf has become the de facto reference scansion, but the views on 
secondary stress tend to differ greatly depending on the phonological (cf. Dresher and Lahiri, 
1991) or morphological (cf. Minkova, 2006) principles that form the basis of these analyses.  
 Interestingly enough, in the original manuscripts we can find supporting evidence for 
the placement of primary and secondary stress. Spacing and word-division in OE manuscripts 
are usually regarded as inconsistent and erratic and resulting from less formal rules on word-
division and particular scribes’ individual habits. However, on closer inspection the apparent 
irregular use of spaces between morphemes is likely to have been governed by phonological 
considerations rather than strict rules on word formation. 
 The scribes’ habits of writing clusters of monosyllabic unstressed words and spaces 
between N-N compounds, in the Beowulf manuscript for instance, show a high degree of 
regularity when we look at stress placement. The use of space appears prompted by a scribe’s 
language intuitions, rather than a full understanding of the rules on word formation. And it is 
this aspect that provides invaluable clues on secondary stress placement in OE poetry. 
For example, in Beowulf we find instances of the element -wine ‘friend’ as the second 
element of a N-N compound, but not always preceded by a space: 
 
 Scansion (Bliss 1962) Manuscript transcription (Kiernan 2004) 
l. 1319a                      /         /   x x 

Frean Ing-wine 
                        
 Frean <space>ingwine                      (f.162r.) 

l. 2438a    x     /    \  x 
His frea-wine 

 
His <space> frea <space> wine         (f.187v.) 

 
Most notably, the instance of –wine in l. 2438a carries secondary stress and is preceded by a 
space in the manuscript, whereas the same element in l. 1319a which is unstressed follows 
the first element of the compound without a space. The proper noun Hroðgār, an obscured N-
N compound, usually appears without space between the two elements, but Hroð gāres is 
found with a clear space between the elements, an indication of secondary stress carried by –
gār. This relation between stressed syllables and superfluous spacing manifests itself 
throughout the manuscript and is strongly statistically significant. Manuscript spacing can 
thus offer valuable systematic indications of the appearance of both primary and secondary 
stress. 
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