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Rereading the founding documents of variationist sociolinguistics (e.g. Labov (1969) and Cedergren & Sankoff (1974)) there are baroque discussions of quantitative detail (e.g. the "geometric ordering" of factors, and comparisons of "additive" and "multiplicative" models). The attention given to such issues makes most sense when we realize that these were not just isolated discussions about quantitative methods, but claims being staked out about linguistic and sociolinguistic theory. More recently, our quantitative methods have become more sophisticated with the introduction of off-the-shelf mixed effects models (Johnson, 2009) but at the same time they have become somewhat bifurcated from our theory building. It is not uncommon, for example, to read a sociolinguistic paper that presents the results of a regression model in one section, then, in a separate section, deploys a mixture of different quantitative and qualitative technique to actually develop the theory.

In this talk, I'll be discussing how we can build bespoke Bayesian statistical models with structures that align with the theories we wish to evaluate. The obvious benefit of such an approach is that it realigns our quantitative methods with our attempts at theory building. I'll specifically fit models to evaluate the degree of speech community and individual level cohesion in a number sociolinguistic variables.

Characterising subvarieties of a language according to their phonetic and phonological properties is often – perhaps necessarily – a selective exercise. As sociophoneticians we tend to focus on the features that do the most work in making social and regional accents different from one another, and pay less regard to those features that the accents have in common. Doing so presupposes that the features which embody inter-accent differences are more worthy of our attention than the other sort, and may thereby also betray our tacit assumptions about what features count as more or less perceptually salient to non-linguists (see further Llamas et al. 2016). There are therefore benefits to be gained by making use of methods designed to capture properties of accents in a more holistic way. We can do this by expanding the set of phonetic/phonological variables under investigation, and/or by deploying analytical techniques which are fundamentally different in nature from those in the sociophonetician's customary toolkit.

Automated systems such as FAVE (Rosenfelder et al. 2011) give us the opportunity to generate and process data on an unprecedented scale, and through their use we can address questions about sociophonetic variation that it may otherwise be impractical to try to answer. On the other hand, it could be argued that FAVE’s combination of forced alignment and automatic formant extraction is doing effectively the same job as would a human analyst interested in the acoustic correlates of vowel variation, albeit reproducibly, more transparently, and very much more quickly. It is not qualitatively different in this sense.

If, however, we apply automated methods which work by representing properties of the speech signal at a more abstract level, for instance the MFCC- and i-vector-based algorithms that form the basis of the current generation of speech and speaker recognition systems, we may compare human and machine performance in a variety of interesting ways. In the first part of the current paper we discuss the capacity of a novel automatic accent classification system, Y-ACCDIST (Brown 2016), to correctly sort audio samples representing a variety of British English accents. These are drawn from the Accent and Identity on the Scottish/English Border (AISEB) corpus (Watt et al. 2013), the Panjabi-English Corpus (Wormald 2016), and the Northern Englishes Corpus (Haddican et al. 2013). Y-ACCDIST is shown to perform at a very high level of accuracy in the sorting task, even where its inter-sample comparisons are based just on a parsimonious subset of the vocalic portions of the recordings.

In the second part of the paper we focus on the extent to which YACCDIST is able to distinguish between recordings of a group of speakers composed of laypeople, actors and phoneticians, talking in genuine and feigned
Edinburgh accents (Jenkins 2016). Voice disguise effected by using an accent other than one’s own is reasonably common in forensic phonetic casework, and it can be very difficult for human listeners to detect if done competently. We therefore set out to test whether an automatic system might be harder to deceive. In the present case, we set Y-ACCDIST and a panel of approximately 100 human listeners the task of trying to sort the authentic from the feigned accent samples. The results show that both perceptual systems – machine and human – distinguish between the two sets of samples at above chance levels. Most importantly from the forensic standpoint, the false positive rate – i.e., the rate at which fakers are classified as genuine – is substantially lower for Y-ACCDIST (5%) than it is for the human listeners (28%). We conclude by considering the implications of this finding from both sociophonetic and forensic perspectives.
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3:00-3:30

DISCOURSE ANALYSIS IN ETHNOGRAPHIC, QUALITATIVELY-SKEWED MIXED METHODS IN SOCIOPHONETICS

FERGUS O’DWYER

This presentation will outline how ethnographically informed, qualitatively-skewed mixed methods can investigate the indexical meaning of particular phonetic variants. The benefits of an ethnographic approach include that it can facilitate careful discourse analysis alongside detailed acoustic analysis, to reveal much about the ways in which phonetic variability is harnessed for the communication of interactional information (Hay & Drager 2007). I suggest that one way to advance sociophonetics in this area is to thoroughly attend to the discourse environment in which tokens occur. I exemplify this by outlining my analytical manoeuvres in a sports club, which led me to argue that positions of knowledge and authority are indexed by a low and back PRICE variant.

Statistical analysis examined the correlation between variation in the PRICE vowel in interview data, and three types of predictors (linguistic, social attribute, and interactional variables). These statistical results highlight the patterns and trends of variation that deserve more attention and interpretations: stancetaking in this case. I then highlight key repetitions, which allows me to infer what the data implies, and make interpretations about the social meaning of sound variation.

I then implemented in-depth analysis of speech excerpts where backed and lowered PRICE tokens are found, using a discourse analysis lens (Schiffrin 1994; Schegloff 2007; Gee 2011; Jaffe 2013). A turn by turn take interprets how identities are managed in interaction, and highlights the alignments and other contextualization cues which allow listeners to assess what the speaker intends. The general result of this analysis is an explanation of how speakers place themselves and other in positions ranging from less to more knowledgable, and forms interpretations of the discourse functions that seem to cluster around occurrences of the PRICE variants.
As Drummond and Dray (2015) suggest, the use of certain variants can be better understood by looking at the practices which speakers value, participate in and identify with. My experience suggests that this is best done by using discourse analysis to highlight the salient patterns, specifically the stance commonalities of discourse functions of the variants in question. This process allows researchers to outline how social meanings and interactional identities are indexed in salient sociophonetic variants.
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3:30-4:00

ASSESSING TYPICALITY IN FORENSIC VOICE COMPARISON: HOW CAN SOCIOPHONETICS HELP? (AND HOW CAN SOCIOPHONETICS BENEFIT?)

VINCENT HUGHES AND JESSICA WORMALD

In this paper we will talk about how sociophonetics can directly improve the quality of forensic voice evidence in the UK. We will also discuss ways in which sociophonetics can benefit through greater collaboration across disciplines.

What’s the problem?
Forensic voice comparison accounts for the majority of work conducted by forensic speech scientists (French & Foulkes 2012). Such cases involve the comparison of an unknown voice (e.g. covert drug deal) with a known voice (e.g. police interview). It is the role of an expert to evaluate the evidence in terms of support for the prosecution and defence. To do this the expert needs to assess not only the similarity between the voices, but also, crucially, the typicality of features in the wider population. This is because strength of evidence is dependent on whether features of the voice are common or rare. Typicality is often assessed based on the experience of the analyst. However, as shown in Ross et al. (2016), there is considerable inter-analyst variability in estimates of the typicality of linguistic features, which raises issues about the reliability of experience-based evidence presented to the courts.

Why is this a problem?
There have been increasing calls for typicality to be assessed in a more robust, replicable, and reliable way (see Morrison 2014). To do this, it is necessary to have up-to-date reference material, such as linguistic descriptions, or corpora of representative speakers which can be used to calculate typicality empirically. A significant hurdle, however, is the current lack of coverage in terms of the range of varieties for which reference data/information exist. There is also a lack of data which capture the range of potential within-speaker variability across forensically realistic tasks. Furthermore, existing corpora are relatively limited. Corpora collected for sociolinguistic work are often very highly controlled for relevant regional and social factors, but they are usually relatively small and there is currently no UK repository for accessing the data. Corpora collected for automatic speaker recognition have the benefit of containing a considerable number of speakers. However, there are usually limited controls over speaker demographics.

What are the solutions?
We have a number of potential solutions to these issues and we would like to encourage feedback on our proposals. Specifically, we are considering: (i) establishing a set of ‘forensic protocols’ for researchers to follow
when collecting a corpus, (ii) starting a journal for descriptive works on regional and social varieties of British English, and (iii) creating an open-access repository for corpora. We hope that these resources will be useful not just to forensics and sociophonetics, but also to linguistics and phonetics more generally, speech and language therapy, second language acquisition, speech technology, and education amongst other disciplines.

Why bother?
We will discuss a number of mutual benefits of such collaboration for forensics and sociophonetics. Specifically, we will consider the theoretical and practical implications of analysing more forensically realistic data in sociophonetics.
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4:00-4:50

Through the looking glass: Changing perspectives on gender and the /s/ /ʃ/ contrast in Glasgow

Jane Stuart-Smith (The University of Glasgow)

A key issue for sociophonetic research is how to capture and characterise the relevant aspects of speech which relate to identified social constructs. Acoustic analysis has until recently been relatively ‘static’. For example, the complex dynamic patterning of acoustic vowel quality over the timecourse of a vowel’s production is typically represented from a single timepoint, or an average across a few timepoints. Recent advances in acoustic phonetics and statistical analyses now allow for both dynamic representation of the phonetic entities for sociophonetic analysis, and statistical consideration of their social correlates which account in different ways for dynamic acoustic representations (see e.g. Docherty et al 2015; Stuart-Smith et al 2015; Speech dynamics, social meaning, and phonological categories). Socially-conditioned variation in the production of /s/ is now well-established across several varieties of English (e.g. Stuart-Smith 2007; Levon and Holmes-Elliott 2014) and other languages (e.g. Pharao et al 2014). Reidy (2016) showed that dynamic acoustic analysis helps differentiate /s/ and /ʃ/ in English, and /s/ in English and Japanese. The question for this paper is: does a dynamic acoustic representation help resolve the impact of social factors of gender and time on /s/ and /ʃ/ in spontaneous Glaswegian vernacular speech?

Glaswegian vernacular has long been noted to show an auditorily-retracted /s/, especially in male speakers (Macafee 1983). Stuart-Smith (2007)’s acoustic analysis of wordlist data collected in the 1990s confirmed a lower peak frequency for male speakers, but also for working-class girls, who are distinct not from working-class boys but from their middle-class counterparts. Glasgow has shown substantial changes over the twentieth century: are shifts in social gender linked to linguistic change? A preliminary analysis of 5095 tokens of /s/ and /ʃ/ from 32 middle-aged and adolescent working-class speakers recorded in the 1970s and 1990s, showed consistently higher peaks in female speakers for /s/ than males. But over time a significant reversal is also found such that girls born most recently show lower peaks than women born in the 1920s: Figure 1. This paper presents the results of a dynamic acoustic analysis applied to the same /s/ and /ʃ/ data for the same speakers. All instances of stressed initial /s/ and /ʃ/ were extracted and peak, slope, mean and spread measures were taken from a series of spectra (10ms, Hamming window) over the central 70% of the fricative. The resulting time series were then subjected to a Discrete Cosine Transformation (DCT) analysis (Harrington 2010), and the first four coefficients were statistically analysed using linear mixed effects modelling for adjacent phonetic context, gender and decade of birth.
Figure 1: Estimates of peak frequency (Hz) taken from Long Term Average Spectra, from spontaneous speech from 32 speakers, for the significant interaction of sound, gender, and decade of recording (70M = middle-aged speakers recorded in 70s, etc).
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