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1 Introduction and motivation

This paper has three aims. First, to illustrate a particuladel-theoretic technique for obtaining results
about formalized theories of syntax. Second, to show hogelacale informal grammatical description
can be drawn somewhat closer to formal syntactic theory. tAind, to demonstrate a way of obtaining
an expressive power result by a rather unexpected rout&vaady a (conditional) result on generative
capacity in a way that entirely avoids reference to gengraiammars.

The topic is the expressive power of the syntactic theoryligitpn The Cambridge Grammar of
the English LanguagéHuddleston et al. 2002), which we refer to henceforthC&EL CGEL is an
informal survey of the syntax and morphology of contempo@tandard English on a consistent basis
of assumptions and terminology. It focuses on descriptidier than general linguistic theory, yet says
enough to permit inferences to be drawn concerning manyctsjeé the grammatical framework it
assumes. We undertake here the exercise of formalizing semnteal aspects of that tacitly assumed
framework, with a view to determining its expressive power.

The analyses dEGELare not, of course, assumed here to be definitive. They mdyeatistaken,
or may need elaboration or abandonment in some cases. Buiookiis at a fairly high level of gener-
ality, and should apply to modified variants of tB&EL framework just as well as to the one presented
in CGELitself.

2 CGEL and the structures it tacitly assumes

Table 1 gives a list of the 16 major grammatical categoriepleyed inCGEL None are particularly
controversial — though note thB{P (Determinative Phrase) is the category of phraseshdely any
not that of phrases likhardly any bankswhich would be arlNP (Noun Phrase) fo€CGEL, as for the
traditional grammars that preceded it, and generative igrans before 1987.

Table 2 shows the twenty grammatical functi@GSELemploys. Four of the most common of those
are illustrated in Figure fig.egstruc. Note that nearly edl special cases of others: evéngODbj is an
Object, everyObiject is aComplement, everyAttributive is aModifier, everyModifier is anAdjunct,
and allComplements andAdjuncts areDependents. The fundamental distinction is betweldead
andDependent.

In Figure 1 we provide an example ofGGEL analysis, represented in a rather cluttered diagram-
matic form that we shall use only temporarily. The names texthe lines are names of wh@GEL
calls grammatical functions.

The labels on the lines in sanserif font likead, Det (for ‘ Determiner of’), Comp (for ‘Complement
of"), and so on, correspond to grammatical functions. Thel&in boldface at line junctions are cate-
gories.

*This work was supported by the Radcliffe Institute for Adved Study at Harvard University. We are grateful to Alexande
Koller for noticing an error in an earlier version.



LABEL EXPLANATION EXAMPLE

Adj adjective insincere

AdjP adjective phrase quite obviously insincere

Adv adverb obviously

AdvP  adverb phrase quite obviously

Clause clause every word of the statement seemed
quite obviously insincere

Crd coordinator and

D determinative every

DP determinative phrase almost every

N noun claim

Nom nominal group word of the statement

NP full noun phrase every word of the statement

P preposition of

PP preposition phrase  of his and her friends

Sbr subordinator that

V verb seemed

VP verb phrase seemed quite obviously insincere

Table 1: Grammatical category labels employedlme Cambridge Grammar

Notice (for it will be a point of central importance in whatlfaws) that although most of the structure
in Figure 1 is treelike, th®et of the NP andHead of the Nom are fused in the subject noun phrase
constituentsome of her friends

We now consider how to formalize structures like the one igukeé fig.egstruc. Like just about
any imaginable kind of syntactic representati@GELs syntactic representations can be formalized as
graphs (that is, sets of nodes with a relation defining lirdtsveen certain pairs of them), decorated with
a certain vocabulary of symbols. Mostly those graphs arg nerch like trees CGELS structures are
in fact not always constituent-structure trees in the ddfgsense familiar from mathematical linguistics,
and Figure 1 is not.

We set aside one difference that is not illustrated in Figurf@ome of the representationsGIGELSs
chapter 15 show parenthetical constituents as looselyembad into trees by a formally unexplicated
relation diagrammed as a dotted line indicating tBapplement’ relation, intended to signal that they
are not fully part of the tree-like structure. As Chris P¢2605, chapter 6) notes, this in effect intro-
duces a third dimension (in the sense of a third kind of péssldjacency) into syntactic structures.
Potts questions the need for any such divergent syntax fiplsonents. His book provides a convinc-
ing alternative in semantic terms, and supports it very caimgly. Potts assumes parentheticals are
integrated into trees in the same way as any other phrasiesiraj crucially in two main ways: their in-
tonational phonology and their semantic interpretatioe.tiiérefore ignore the issue of the implications
of CGELSs dotted-line diagrams, and concentrate on two much alear@ more substantive differences
which are illustrated in Figure 1.

The first difference concerns the decorations: in an orglitr@e it is only the points or nodes that
are labelled, with category labels liRéP andV. But in CGELthere are (tacitly, but see page 25) also
edge labels corresponding to grammatical relations li&ebject, Object, Head, Complement, and
Adjunct.!

To forestall a distracting terminological problem, notattthe terms ‘grammatical relation’ and ‘grammatical fuoict
are both used in the literature for relations like ‘is the jeabof’. But not all grammatical relations are functionsthe
mathematical sense. From a ‘bottom-up’ perspective, gioaldéike ‘is Object of’ is a function, since there can be only one
node that a given node @bject of; but the from a ‘top-down’ perspective it may not be. Theterawill depend on whether any
VP node can immediately dominate more than one object —CaBELassumes the answer is yes. The relaGoordinate in
CGElLis a clear case of a relation whose inverse is not a functizryenode that is the root node of a coordination has two or
more immediate constituents that bear @@ordinate relation to it, so although ‘is a coordinate of’ (bottom-ugha function,
‘has as one of its coordinates’ (top-down) is not. In thisgrafor convenience, we have chosen to represent all graicahat
relations in ‘top-down’ mode: we want to be able to use thecfiamal notationf(z) = y in a way that accords with the
relational notationR(z,y), and it would be confusing to switch the order of the arguierithus under our formalization
CGELSs ‘grammatical functions’ are not always functions on tloergin in the mathematical sense. This may be confusing,
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RELATION ABBREVIATION REMARKS

Adjunct Adjnc special case dDependent

Attributive Attrib special case dflodifier

Complement Comp special case dbependent

Coordinate Co function of elements in a coordination
Dependent Dep equivalent to ‘norHead’

Determiner Det special case dDependent

DirObj od special case dDbject

Head H equivalent to ‘norBependent’

IndObj o] special case dDbject

Marker Mkr function of Subordinators and Coordinators
Modifier Mod special case oAdjunct

Nucleus Nuc special case dflead

Object Obj special case of (InternaJomplement
PredComp PC special case aComplement

Predicate Pred special case dflead (head of Clause)
Predicator Pred special case dflead (head of VP)
Postnucleus  Postnuc special case dDependent

Prenucleus Prenuc special case dDependent

Subject Subj also ExternaComplement

special case oAdjunct

Supplement  Supp

Table 2: Grammatical relations (or functions)Tihe Cambridge Grammar

The second difference is that a single constituent may eadifferent grammatical relations si-
multaneously; that is, it may be at the ends of two differelgtess with distinct edge labels. This situation
is referred to inCGELasfunction fusion.

Our methods of formalization in this paper will be modeldtetic rather employing the tools of
generative grammar, which originate in proof theory (se@Ruand Scholz 2005 for further discussion
of the distinction). We will formalize syntactic structsref natural language expressiong@sational
structures in the model theorist’s sense.

A relational structure is just a set with certain relatioe$ied on it. An undecorated graph can be
formalized as a particularly simple relational structuratthas just one binary relation holding between
those pairs of elements that are directly connected by am. ag will follow most linguists in calling
the elements in a graphodes Unordered trees are a special case of graphs, and lingabtthe
fundamental edge relation in tredsminance

Linguists most commonly work witbrdered trees. An ordered tree has an additional binary relation
defined on the set of nodes: in addition to dominance theredk&ton ofprecedence

The decorating of the nodes with labels can be representediis of relations whose arity is 1. For
example, a three-node tree with animmediately dominating & followed by aC' can be identified
with a relational structure (or more pedantically, an eglgimce class consisting of all and only the
relational structures isomorphic to the tree in the obvieag) in which there are three nodes, ns, n3
and a total of five relations:

— aunary relation corresponding to being labellednd containing just;
— another unary relation corresponding to being labelfe@ind containing justs;
— athird one corresponding to being labell€dand containing justs;
— a binary relation of proper domination relating to n, andn, to ns; and
— abinary relation of immediate precedence (being immedbidb the left of) that relates; to n3.
To represent such structures in symbols (which will be reargslater in order to prove things about

them), we are taking an ordered tree labelled from the labntory > to be a relational structure
T = (T, <1, <1,<2, <2, Py)ses, Where

but it is a purely terminological matter, so we will ignoreaind talk about particular grammatical relations and gratioal
functions interchangeably. Use of the latter term will meve intended to signal the property of being functional — it@
entail (Vz, y)[(Ri(z,y)) — ((V2)[Ri(z,2) — 2 = y])].
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Figure 1: ACGELanalysis

T is the domain (the set of nodes),

<1 Is the immediate precedence relation (the relation ‘immutetly before’),

< is the irreflexive transitive closure af (hence the relation ‘somewhere before’),
<9 is the immediate dominance relation (‘parent of"),

<q Isits irreflexive transitive closure (‘properly dominajesnd

P, for eacho in the sett is a unary relation picking out the set of nodes labetted

Every tree has to be such a structure, but of course it alswisasisfy all the usual tree axioms: there
must be a single root (a node dominating every node); thest b&no tangling of branches (precedence
must be inherited down dominance chains); the unior ofwith its inverse must be disjoint from the
union of <y with its inverse; and the union &f, and <, with their inverses together with the identity
relation must exhaust the domain.

We can also represent edge labels and function fusion irstefimelational structures. All that is
involved is adding a set of edge labels. To make our propasigl precise, we will model &£GEL
structure as a septuple

+
D= <D7 Ef>NC>'\’>>'\’>7<]7 S>f€F,cEC

the seven elements of which are as follows:

D
Ey

Ne

¢+

is a finite domain (the set of nodes);

is a set of subsets db x D (one for eaclyf € F) such thatz,y) € E iff there is anf-edge from

x to y (the set of labeled edge-sets: the Subject edges, the Hgad,exthd so on);

is a set of subsets dp (one for eache € (') such thatr € N, iff = bears labet (this defines the
labeling of the nodes);

is the union of all thefs, wheref < F (this is the relation determined by the entire set of edges,
independent of their edge-labels);

is a subset oD x D, the transitive closure of (this is the relation ‘is connected to by a sequence
of one or more directed edges’, which holds between a node@nd other node that is ultimately
reachable from it);

is a subset oD x D that totally orders the elements bfthat are maximal with respecti@ (this

is the ‘immediately followed by’ relation on words in an egpsion);
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< isasubset ob x D, the transitive closure of (this is the ‘somewhere earlier than’ or ‘precedes’
relation on the words in an expression).

We require that such a structurerited with respect to% (that is, D = (3z)(Vy)[z ~> y]), S0
there is a node from which every other is reachable, and lgattis acyclic with respect te> (that is,

D = (Vx,y)[~(z 35 YAy 35 x)]), so by following the~» arrows you never come back to a node you
have visited before.

From now on, as a convenience of exposition, when we talk tab@iructureD we will always
assume we can refer to its domain/asto its set of labeled edges &3, to its reachability relation as

<, and so on. This saves much tedium: we can sayzjihinstead of ‘in the edge s@fD that is the
relevant one for the structuf@'.

To make mention of arf-flavoured edge from node to nodey in a structure, we’ll use prefix
syntax, writing ¢ (x, y)'; and similarly, when talking about a noddabeledZ we’'ll write * Z(z)’. But

we will generally use infix syntax for the binary relations, 35, 4, and<; for example, we’ll write
‘z y’ when talking about there being a chain of edges leading trdmy.

3 Faithful interpretation of logical theories

We turn now to the development of a descriptive metalangdagealking about trees an@GEL-
structures, and the central technigue we want to illustraléch is calledfaithful interpretation . We'll
begin with a consideration of how to describe trees. FolhgwRogers (1994, 1998, 2003), we'll be using
monadic second-order logidhencefortitMSO) interpreted on relational structures with tree propsrtie

MSO is a variant of the predicate calculus in which, in additio the ordinary (first-order) variables
ranging over individuals, there are variables ranging se¢s of individualg.

In the usual logician’s parlance, a logidhakory is simply a set of formulae that is closed under
logical consequence. TMSO theory of treesis the set of all and only the MSO sentences satisfied by
any tree structure whatever.

We will call an MSO languagsuitable for a structureD if the language has monadic predicate
symbols for all the symbols labelling the nodesIn and binary predicate symbols for the relevant
binary relations oD, and so on.

A set7 of trees isdefinablein the MSO theory of trees (dV1ISO-definable) iff there is a set of
axioms (closed formulae) in the MSO language suitableZfavhich is satisfied by all and only those
trees in the set.

(In linguistics we are almost always concerned with a prapdrset of tree structures, the finite
ones, since linguists have almost no dealings with infim#eg. But those who think that insisting on
the finiteness of syntactic structures is important, we iz the MSO theory of finite trees is MSO-
definable within the MSO theory of all trees, because notliliesthe domain is finite’ are expressible
in MSO — though not in first-order logic.)

A faithful interpretation of one logical theory into another is, in informal terms, appiag from
the first set of statements to the other that preserves thadgmcts of meaning.

To be more precise, supposg is a logical language suitable for some class of structDresnd Lo
is a language suitable for another class of structubes,A faithful interpretation of anl; theory into
an L, theory is a uniform mapping of the domain of each structurB,irio a subset of the domain of a
structure inD, in such a way that whef; € D, is mapped tdD, € Do,

(i) the range of the mapping is a non-emgty-definable subset ab,;
(i) each of the predicates of the signaturelgfis definable on that domain ih,; and
(i) the mapping and the defined predicates are such thiafighility of formulae inL is preserved
in Lo.

2Remarkably little use is made of quantification over sets @sinfinguistic description, we have found. The reason for
fixing officially on MSO rather than first-order logic has towh a remarkable equivalence result, that of Doner 1970¢kvh
we refer to later on.



Satisfiability is simply the property of having a model. A formula is satisiigaiff there is a structure
D that makes the formula true when evaluatedin (Notice that it is possible for it to be unknown
whether or not there is suchr)

To explain the foregoing more intuitively, the idea is to gpta mapping frorCGEL structures to
trees in such a way that (i) the nodes of th&EL structure are mapped to nodes in the tree in a way
definable in the metalanguage used for talking about tréefr(any predicate in the metalanguage for
the CGELSstructures, the metalanguage for trees can define the sedle§that predicate applies to; and
(iif) when a formula of the metalanguage for t8&EL structures is satisfiable, the translation of that
formula into the metalanguage for talking about trees isfsable too.

4 Embedding theories ofCGEL structures into theories of trees

The definitions of the domain and predicateDof(the CGEL structures) inL, (the language of trees)
provide a syntactic translation of formulaelin into formulae ofL-. Quantification is relativized to the
range of the mapping, and each predicate symbal;iiis replaced with its definition i.,. Since the
interpretation preserves satisfiability, a sentenck;olvill be in the first theory iff its translation intd,,

is in the second. In this way decidability of the first theoande reduced to decidability in the second.

Translating theories into theories (providing a faithfoderrpretation of the MSO theory of classes
of CGELstructures into the MSO theory of rooted, directed, ordéreels) thus permits us to establish
the decidability of theories based @GEL structures. But we can go further than that: we can actually
interpret theories o€GEL structures in trees via an interpretation that preservedinibar order of the
maximal points (the frontiers, or terminal strings)@GEL structures, so that we preserve exactly the
set of strings that a grammar describes.

The definitions we have given allonGGELstructure to be mapped to any MSO-definable subset of
the domain of some tree, but we will focus our attention ondiaions in which the mapping from the
domain of theCGELstructure to the domain of the tree ibigection (a one-to-one correspondence). In
that case we can take the mapping to be identity, and builttdles on exactly the same set of nodes as
the CGELsstructure. This makes the range of the mapping trivially M&inable, so we easily attain
compliance with condition (i) above.

The strategy we use is to buildspanning treeof the graph corresponding to the edges of@ie&EL
structure (all of the edges that make up therelation). This will be a tree that, intuitively does not
contradict theCGEL structure in its properties, or lose any of its crucial infiation. More precisely,
we define the notion of a directed spanning tree thus:

Definition 1 (Directed Spanning Tree) A directed, unordered, unlabeled tree isdaected spanning
treeof a CGEL structure iff the domains are the same and the ‘pao€relation in the tree is included
in the ‘immediately reachable’ relation in the CGEL struetu (That is,7 = (T, <9, <2) Iis a directed

spanning tree oD = (D, Ef, Ne,~»,~5,4, <) fepecc iff () T = D and (i) <y C ~.)

Since we have preserved the domain of @@EL structure, there is nothing to be done with regard
to translation of the node labels — we can simply allow therptetation of category-label predicates
in the treesClause NP, and so on) to be the very same sets of nodes that interpss fyonbols in the
CGELstructures. We simply build the spanning tree on the nod#sed@@ GEL structure.

The remaining work that must be done, then, is to transl@&etiye relations. The translation 6f
(an edge labelled with the functiof) has three components, which we will represent as a congumct
of formulae using three defined predicates:

— gp](? picks out the points which may have @rout-edge;

— gpff picks out the points which may have #nn-edge; and

— gofE(x,y) identifies all and only those pairs drawn from those setsdbatally are joined by an
f-edge.



Sow? is the property shared by all those nodes from whiclf @alge is permitted to depart, amjfj is
the property shared by all those nodes at whichfadge is permitted to arrive, am@g(m,y) means
thaty is anf of z.

Whereverof (i, y) holds, ¢ () and} (y) also hold. Thus the source end and destination end of
eachf-edge are tagged as permitted to be in those locations. Bemlta Ly (z,y) in atheory ofCGEL
structures is translated to:

P (@) A eiy) A of(a,y)
("x is allowed to be the source of an outgoifigedge and, is allowed to be the destination of an
incoming f-edge and there is aftedge fromz to 3”)

(In practice, either or both 0 and’ may be trivial; that is, all points may be permitted to be out-
edges or in-edges for any edge label. But there is provisionetricting such things as the categories
that can bear particular grammatical relations.)

Definition 2 (Reachability preservation) A directed spanning tree of a CGEL structymeserves reach-
ability iff reachability (between a pair of nodes in the CGEL struejumplies proper domination (be-
tween those nodes in the spanning tree).

More formally, we say that a directed spanning tfe= (T, <3, <2) preserves reachabilitywith

respect to a CGEL structur® = (D, Ey, NC,«»,«JS, 4, <) fercec (Where of coursd = T) iff (Va, b €
T)[(a5b) = (a <2 b)].

So if you can get fromu to b in the CGEL structure by following edges in the direction of the arrow
(away from the root), then properly dominates in any spanning tree that preserves reachability.
Notice, since7 is a spanning tree db it will be the case that for alk,b € D (= T) we have

(a <2b) = (a < b). (This follows because the, edges of7” are a subset of the- edges ofD.)
Hence the implication is actually an equivalence.

s

_\..\_\‘
ra -

\ A

Preserves ..~ Does hbi preserve
reachability reachability

Figure 2: Two directed ordered acyclic graphs each havimgsjpanning trees

Now, everyCGELstructure has at least one directed spanning tree, buttsiadeee is directed and
<s may be a proper subset of it may be the case that no directed spanning tree for a gB@EL
structure preserves reachability (see Figure 2.)

If reachability can be preserved, then the translation@gtiige relations can lirection-preserving:
if the edge (in theCGEL structure) goes from to b, then in the spanning tree the imagezofill domi-
nate that ob. Hence, the set of pairs that satis&?(x, y) will be a subset of the set interpretirg:: the
only place we need to look to find the nodes at the end of edgéig froma is in the subtree rooted
ata in the tree.



5 Property I: branch ordering

Things now begin to move fairly swiftly. In what follows we Mgjive proofs in sketch form at best, and
sometimes not at all. We begin by considering the implicetiof an arbitrary structur® having the
following property (that is, the property of satisfying tsimtement that for convenience of reference we
will call Property I):

Property |: (Vx,y,z)[(m«tz/\y«tz)—>(x%y\/m¢>y\/y¢>x)]

Property | requires that for any three pointsZnif the third can be reached from either of the first two,
then either the first two are identical or one can be reactwd the other. In essence, ‘branchesZof
(sets of nodes falling between two given nodes with resmleét)tare totally ordered. Ouir first theorem
is this:

Theorem 1 A CGEL structureD = (D, Ey, NC,«»,«JS, 4, <) rercec has a directed spanning tree that
preserves reachability iff it has Property I.

Proof (sketch): To show that Property | implies tlfathas a directed spanning tree that preserves reachabjlity, b
construction, given £GEL structure

D= <D7 Ef7 NCv/\’)v/\-t)v <]7 S>f€F,c€C

let 7P denote the structureD, <x”, <2, N..).cc defined by the following conditions:

wP = {{a,b)|a~b and(Vce D)abec — —(c b))}

and<,7P is the transitive closure of the” relation. That is, there is a ‘parent of’ edge between eadfit pcand

all points which are minimal (with respectfé) among those reachable fraiin D. In effect this discards all
edges ofD for which there is a (directed) path (using any of the edgesypontaining two or more edges between
the same pair of points. This preserves reachability, beecan edge will be dropped only if there is such a path.

The fact that reachability is preserved, along with the faat theCGEL structure is acyclic, transitive, and
rooted, implies that»” is asymmetric and transitive, and tiaP has a unique minimum with respect to the
relation. It is straightforward to show that Property | aégstsures that each point other than the root has a unique
predecessor with respectg?.

For the other direction we use contrapositionDIfails to exhibit Property | then no subgraph that covers the
vertices ofD can be a treell

All the function-fusion analyses given (BGEL appear to yield structures that satisfy Property I. In fact
they appear to satisfy the following statement, which is Imsiconger:

Property | *: (Vm,y,z)[(m«tz A y«tz) — (xx=y Vaxdy V y<sz)

This requires reachability betweerandy in a single step: function fusion at a nodé@volves branches
which connect either to a single parent node or to a pair oésda which one is child of the other (see
Payne et al. 2007:566-584).

Even in the form using Property |, the construction in thegpf Theorem 1 is fully constrained in
the sense that, for any nodeif a smaller set of children were selected there would besspaint that is
reachable from in D but not dominated by in 7P (since the children of in the construction are all
minimal with respect toh among those reachable fragh and if a larger set of children were selected

<, would either not be a subset &% or there would be some # ¢ andb for which (a,b), (c,b) €
< P. We therefore have this corollary:

Corollary 1 If D exhibits Property | then there isaniquedirected spanning tree @» which preserves
reachability.



6 Property Il: reachability/precedence exhaustiveness

Thus far we have not said anything about our spanning treieg beft-to-right ordered. We now add
left-to-right order, and then define a notion of compatibilbetween trees an@GEL structures that
respects both reachability and order.

Definition 3 (Directed ordered spanning tree) A directed, ordered, unlabeled tree
is adirected ordered spanning tree of a CGEL structureD iff (T, <9, <5) is a directed spanning tree of
D.

Definition 4 (Compatible directed ordered spanning tree) A directed ordered spanning tree
T = (T,<1,<1,<2,<2)
of a CGEL structureD is compatible with D iff it preserves reachability and fireserves order:

(Va,b)ja <b < a <y banda,b are both leaves of |

g
IA
w
IA
g

Figure 3: A directed ordered acyclic graph with tangling

Let Leaf(x) be explicitly defined a$vy)[-(x ~ y)]; that is, it means that is a leaf node: from
x you cannot reach anything, becausés not at the source end of any edge. ket> y be explicitly
defined as: ~- y V= y,i.e., asreachability in zero or more steps. And<lgtbe a relation extending
< to (a subset of) non-maximal points7nin the following way:

x <§ y is explicitly defined as meaning
(Yw, 2)[~(z > y) A =(y~>x) A (25 wA Leaflw) Ay~ 2 ALeaf(z) — (w < z2))]

Thusz </ y means that there are noandz such that (i) you can’'t reach from z in zero or more
steps, and (ii) you can’t reachfrom y in zero or more steps, and (iii) if from you can reach the leaf

w and fromy you can reach the leafthenw precedes.
Note that</ is asymmetric and transitive and that every structrevill satisfy (Vz,y)[(z <{

yVy=5r) — (v L y)]. LetProperty Il be this property of an arbitrary structufe

Property II: (Vm,y)[m%y\/wmty\/ymtw\/x <5y Vy =S 7]

Property Il requires that, for any two distinct pointsZn either one can be reached from the other or
one precedes the other. That means thaand <§ together totally ordeiD, in the same sense that
<y and<; totally order a tree. Since; is defined only for nodes that do not interleave the maximal
nodes reachable from them, the property, in essence, escthiat the edges @ do not “tangle” with
respect to the ordering of its maximal nodes (as in Figurd Bjs ensures that an analogue of the usual
no-tangling property in trees will hold, leading to our néx¢orem:

Theorem 2 A CGEL structureD = (D, Ey, Nc,v,«t, <, <) rercec has a compatible directed ordered
spanning tree iff it satisfies Property | and Property Il.

The proof is a routine application of the definitions, and wstat.
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7 Property IlI: function segregation

Properties | and Il suffice to guarantee th&@@EL structure can be reduced to a directed spanning tree
in a way that respects the orderings imposed by the edgesamtdering of its maximal points. But the
edge set of the spanning tree is, in general, a proper subitet edges of th€ GELtree and not even a
homogeneous subset with respect to to the edge labels. W#acguestion of whether it is possible to
encode the edges of ti&GEL structure in the spanning tree.

It is quite clear that the answer is yes. The approach we ddptcan be conceptualized as sliding
the edge labels down the lines onto the nodes that the edgesado. The structure for a noun phrase
with Determiner—Head fusion could be conceptualized as having a single Detetménaode at the
head of two distinct edges, as in Figure (4a).

a. NP b. NP C. NP d. NP

&

2 B
- !
‘< Det-Head:
Head Det-Head:
D D D D
this this this this

Figure 4: Four ways to represent the structure of@keé-Head noun phras¢his

But the two function names might just as well be associatdl tlie same edge, and we could slide
the double function label down onto the end near the nodé, labshown in Figure 4 (b).

Indeed, sliding it off the arrow head and putting it right ebamr immediately before the category
label of the node, separated by a colon, yields the usualiootased in the diagrams @GEL.itself, as
in Figure 4 (c).

And this makes it clear that no issue of expressive powerirsggio arise as a result out of the edge
labels, since the description could be re-implemented imgtivat took objects like the contents of the
box in Figure 4 (d) to be simply categories.

If we just cross-multiplied the 16 categories and 20 funibsted in Table 1 and Table 2 it would
yield no more than 320 combined function + category pairsctvis not unmanageable.

However, such cross-multiplication is merely a way to caneioneself that no problem of principle
arises here. It is not ho@GEL conceives of the analysis, and it is not necessary.

MSO is powerful enough to encode the fact thatb) belongs taF; in a given structure by adding
two sets of new monadic second-order predicates to our amgfahge:Oy and ;. We assert that is
in the set assigned 0, (meaning ‘there is arf edge that is an out-edge fromY) and b is in the set
assigned tdy (‘there is anf edge that is an in-edge t9.

These new predicates do not need to be incorporated as iextens the node label alphabet: they
are not primitive to the theory modeled by t@&EL structures, and they can be regarded as a distin-
guished set of monadic second-order variables which wilinaltely be bound with a global existential
quantifier.

So E¢(z,y) (in the vocabulary suitable for th€GEL structure) will be translated a9y (x) A
e¢(z,y) A It (y) in the tree-description language, wherg(z, y) picks out the structural relationships
which can hold in the spanning tree between points that éateteby )y in CGEL

The definition ofy, is specific to the theory expressed by the seC&EL structures. For this
approach to work, it must be possible to define this in a wat ¢hptures every possible relationship
between the two ends of ghedge but which is also unambiguous in picking out the actehbers of
the sets assigned g andO; that are related by, in the CGEL structure.

Note that, ifa andb are related by aif edge in theCGEL structure then in any compatible ordered
directed spanning tree it will be the case thairoperly dominate$, since compatible spanning trees
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preserve reachability. So tienode associated with a giverthat is the source of afiedge will always
be in the subtree dominated hy

One condition that is sufficient to guarantee that sugh @an be uniformly defined is the property
of CGELstructures we shall call Property Il

Property Il :  (Va,y, 2, q)[(Ef (,9) A Ef(2,9) Az ~5 2) — =(2 5 y) ]

Here’s what this means. Suppose there is an edge labgliesn x to i, and anothelf edge fromz to
some arbitrary node. If you can get fromr to z along some path down the edges, then you can'’t get
from z to y. Thus there is a sense in which tfieedges do not overlap: you never find a path between
two nodes related by afi edge that includes a node at the source end of some diff¢redge. So if
there’s anf edge fromz to y, thenz the onlyO; node that occurs on any path betweeandy.

Now suppose a nodethat is the source of afi edge dominates two distinct nodieandc that are
destinations off edges. For concreteness, assumettlimthe node related to by an f edge. Then the
member of0; corresponding te (call it ) must fall betweem andc with respect to proper domination.
Otherwiseq is reachable frond andc is reachable frona, and that would violate Property .

This thef-destination node corresponding to a givesource node will always be thatf-destination
node in the subtree rooted @for which no f-source node intervenes. Thig(x,y) will translate to
this:

Op@) A (@<ayA(Va)[w<azhz<ay)— —O0p(2)) A I(y)
The foregoing is enough to establish our main result, ptesesis Theorem 3:

Theorem 3 If an MSO-definable sdb of CGEL structures satisfies Properties |, II, and 1ll, théere
is a faithful interpretation of the theory @f into the MSO theory of trees.

We omit the proof, which is straightforward.

8 Function fusion in English grammar

We have not shown so far that the three properties, in péati®roperty Ill, will always be satisfied
by CGEL-style analyses. To this extent we are offering only a cdojecabout theCGEL descriptive
framework, not a mathematical result. We have not even gaveigorous survey of all the relevant
cases of structures proposedGGEL itself. However, we have inspected what appear to be the only
relevant analyses, and Property Il seems entirely pléisNie provide a brief survey of the relevant
constructions (see Huddleston et al. 2005, 98—-100 for aetoemt informal summary of the facts, and
Payne et al. 2007, 566-584 for a detailed theoretical désous

Fused functions are found as alternative constructiondRe andPPs, and involve single-word
realisation of what would otherwise have been linearly eelppHead andDependent constituents.

In all the cases we are aware of, actual counterpart comisingcexist in which theHead and
Dependent constituents are separate. Thus alongdiéhs like everyongwhere a single word is both
Determiner andHead) there are counterparts lilevery personalongsideNPs like the French(where
Frenchis both Modifier and Head) there are counterparts likehe French peopleand so on. In the
counterpart construction we have a nodeof some categorX’ with a child noden,, realising some
function F,, and either a child or a grandchilg, realising some different functioh;,. In all cases the
nodesn, andn; are linearly adjacent, and (a substantive observationdiigicted in the formal account
above) in all cases eithét, or £}, is the functionHead.

Payne et al. (2007) identifies some further generalisatidret us temporarily refer to the node
realising theHead function asn;, (from what we have said it follows that eithef, ~ n, or n; ~ ny),
and to the node realising tiead function asn, (sony, % ng). The category ofy, is always in the same
projection class as that af, (in the sense that X-bar theory seeks to formalise: ifd3&L system the
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N projection class i§N, Nom, NP}, theV projection class iV, VP, Clause}, the P projection class
is {P, PP}, and so on). Moreover,; always has a categoly distinct fromX.

Now, the difference in the function-fusion constructiorsisiply that a single node realises bdth
andrfy, sony, =~ ng ~ ng ~ ny.

Some examples will make this clearer.

8.1 PlainDet—Head fusion

CGEL usesDet—Head fusion in the structure oflPs like this, that, many severa) everyone nobody
something none etc., as seen represented in various ways in Figure 4, vehsiegle Determinative
functions asDeterminer of the wholeNP and Head of its Nominal (non-branchingNominal con-
stituents are omitted from diagramsQGEL). So we have aiNP noden, with aD child node realising
both theDeterminer andHead functions.

8.2 Partitive Det—Head fusion

Partitive examples like the one illustrated in Figure 1 astght variant of this, where the Determinative
is Determiner of the wholeNP andHead of a branchingNominal that also contains thef-headed
Complement PPthat accompanies it. A node, of categoryNP has aDeterminer child n, of category
D, and aHead child of categoryNom, and thatNom has a childn, realising theHead function, and
Ng ~ Ny.

8.3 PlainModifier \Head fusion

CGEL also positsModifier—Head fusion under almost exactly parallel circumstancePas-Head
fusion, in the structure of certain definiPs that have a modifying attributive Adjective but no Noun
to serve adHead: the first(= “the one that is first”)the youngest of theifithe youngest child from
among their five children”)the absurd(“that which is absurd”)the rich (“rich people considered as a
class”),the French(“the people of the French nation considered as a clasg’), et

8.4 Partitive Modifier -Head fusion

Modifier—Head fusion also has a partitive variant, wheredrPP is associated with the modifier-head,
as inthe youngest of themwhich is diagrammed in Figure 5.

NP

youngest

of them

Figure 5: The structure of tHeP the youngest of them
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8.5 Det—Head and Mod—-Head fusion with DPs and PPs

Entirely parallel to the foregoing cases are certain furttases oDeterminer—Head and Modifier—
Head fusion posited in Payne et al. (2007). Again these are fourtdeabeginning ofNPs, but the
constituents with fused functions belong not to lexicaégaties likeD or Adj but to phrasal categories:
DPs (which are notNPs!) in phrases likeat least onceand more than oncgsee p. 590), anéPs
(see p. 589, n. 31). Otherwise they introduce nothing newe(&ttested example with2P in fused
Modifier—Head function is shown in Payne et al.'s diagram (24).)

8.6 Head—-Prenucleus fusion in fused relatives

What CGEL calls fused relativesare NPs such asvhat she wrotgin which the wordwhatis both the
pronoun lexicaHead of (the headNominal of) the NP and thePrenucleus in the relative clause that
functions asModifier of thatNominal. The structure ofvhat she wrotgas seen ilCGEL, p. 1073) is
shown in Figure 6.

- NP VP
D
I T > N\,
2 © &
o] & X
Nipro Niproj v (GAP)
what she wrote

Figure 6: The structure of tHéP what she wrote

For all of these cases, the structures posite€d@EL satisfy Properties 1 —IIl.

In particular, if anyone could find evidence thaC&EL-style analysis of some aspect of English
syntax would be best formulated in terms that involve a stinecincompatible with Property 1lI, that
would be an interesting discovery. We should point out, h@rethat Property Il as given is not
crucially necessary: it could be weakened in a number of watfsut losing the result that the theory
of CGELSstructures can be faithfully interpreted in the MSO thedrirees. For instance, if thg edges
can be refined into some arbitrary finite number of subtypes $at each of the subtypes satisfies
Property Ill, then a similar strategy could be implementeththe subtypes.

The assumptions we have made to obtain the correspondetvoeen€ GEL structures and trees are
thus not at all restrictive. We require only that there bddigimany (sub)types of edge such that the set
of paths for any given (sub)type of edge in B&EL structure — the paths picking out all and only the
pairs of points that are related by that (sub)type of edge sbeadefined using MSO on trees. These
can be quite subtle definitions, possibly depending on thelsaof the nodes and the edges that occur
along the paths, and they may be inductively defined (as sib$¢he tree). Similar remarks obtain
concerning the description of unbounded dependencies.
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9 Logical and language-theoretic consequences

The foregoing survey of function fusion constructions ssgig that Property 3 can be assumed to hold
in the kind of CGELstructures we are interested in, at least when considdradescription of English.
Theorem 3 depends on that assumption.

If the theorems proved here do indeed hold for all analys&ngfish constructions, we immediately
get a number of interesting ancillary results about the fsail finite structures corresponding to English
expressions, i.e., what would be called ‘the language’ im&d language theory terms. First, as a
conseguence of well-known facts about MSO on trees, we dseadrollary:

Corollary 2 If an MSO-definable sdéd of CGEL structures satisfies Properties I, Il, and I, thémt
MSO theory ofd) is decidable.

This means that the set of consequences of the axioms is@ikecset — whether a given formujais
in it can be decided by an algorithm. This immediately (irt faigially) gives us another corollary:

Corollary 3 If an MSO-definable séb of CGEL structures satisfies Properties I, Il, and Ill, thextis-
fiability for the MSO theory db is decidable.

This means that for a given MSO grammar statemeiitis possible to determine mechanically, by
an algorithm, whether or not any structure could be well ®dnaccording tap. It follows because
theoremhood and satisfiability are logically relategis a theorem iff—¢ is not satisfiable, ang is
satisfiable iff- is not a theorem. Since for aywe can find out in finite time whether (or ) is in
the theory ofl), we can also find out whether (or —) is satisfiable.

Next, in virtue of theorem due to John Doner 1970, we haveutrizsking the logic-based descrip-
tion of structures to a particular kind of automaton:

Corollary 4 If an MSO-definable séid of CGEL structures satisfies Properties I, Il, and Ill, it sco0g-
nizable by a a bottom-up finite-state tree automaton.

And that, by a well-known theorem of Thatcher 1967, givesnes forther result:

Corollary 5 If an MSO-definable sdéd of CGEL structures satisfies Properties I, Il, and I, thdmet
string yield ofDD is context-free.

We have thus proved that if Properties |1—I1I hold of legitm&GEL analyses for English, the set
of grammatical strings entailed by a grammar stated in thm faf a set of MSO-expressed constraints
on CGEL structures will be a CFL. And we have obtained this resulhaut reference to any of the
usual mathematical linguistic notions: context-free graars, pumping lemmas, pushdown automata,
or generative grammars of any sort.

10 Conclusion and summary

We have shown that it is straightforward to represent thecgires assumed in Huddleston et al. 2002
as relational structures, and that under fairly mild andigitale conditions MSO theories interpreted
on such structures can be faithfully reinterpreted on tredets in a way that preserves all significant
syntactic consequences, specifically, the claims made abastituency, node labeling, and word order.
Since a set of finite tree models definable by an MSO theoryiaye accepted by some bottom-up
finite-state tree automaton (Doner 1970), and the strinigl yesuch a set of trees is a CFL (Thatcher
1967), our conjecture would imply, under the conservatssuenption that all of the statements infor-
mally made in that work are expressible in MSO, that the cafng@nsive description of English@GEL
supports a positive answer to a question first raised by Ckypmd4.956: whether the set of all grammat-
ical strings of English words is a CFL. (The reason that weitalconservative assumption that MSO
will suffice to state any grammatical generalization of tbe found inCGELshould be clear to anyone
who spends a little time reflecting on how various statemehtlat sort can be stated precisely. MSO
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is really a very rich and flexible language for talking abaaes. But we do not, of course, substantiate
the claim here; it stands as a conjecture.)

A positive answer to the question of whether English is CFld@gree with the answer given in
Gazdar 1981 and Gazdar et al. 1985. It would also be in ta@tagent with the claim that parsers of the
sort characterized by Marcus (1980) can analyze Englisheugh this was not known until the result
by Nozohoor-Farshi (1986, 1987), which showed that Marcparsers for transformational grammars
could only recognize CFLs.

Even more surprisingly, it is in tacit agreement with neallyof the GB literature of the 1980s,
though this was not known until Rogers 1998 pointed out thatf éhe content of GB theory seemed to
be expressible in the form of MSO constraints on trees.

Various bases for thinking English cannot be a CFL have beesepted in the literature of the last
fifty years. It was once thought that unbounded dependen@es sufficient to raise doubts, but Gazdar
(1981) showed very clearly that this was not likely to be ardiling block, at least for English (it seems
that some Scandinavian languages may be a different matter)

There has not been any convincing argumentation regardm@FLs as too small a class to allow
for the description of English. Pullum and Gazdar 1982 destrated the failure of all the best known
arguments. Pullum 1985b; 1985a dispatched two others.ifAManaster-Ramer came up with what at
first appeared to be a convincing argument based on the apgdmesal reduplication in the construc-
tion illustrated byCold War or no Cold Wa(though he did not offer any detailed discussion), but Pallu
and Rawlins 2007 have recently shown that on closer exaimimtte argument is not at all convincing.

There is thus good reason for linguists to continue to takénterest in the wealth of syntactic
theories that (whether by accident or design) endorse #immcbecause while it is compatible with
interesting and plausible descriptions of the system obuntded dependencies in English and the co-
ordination possibilities of the language, it also mesheaséii-understood ways with a very large body
of work in computational linguistics concerning contesed parsing.

There do seem to be some human languages that, consider&thgsess, do not correspond to
CFLs (Shieber 1985). But it should be kept in mind that itdals from Theorem 13 of Rogers 2003
that non-context-free stringsets describable by treeimdgp grammars (TAGS) can be described using
MSO constraints on the ‘3-dimensional’ tree-like struetidescribed there. There is thus no problem
of principle about providing MTS descriptions of at leastngokinds of non-CFL stringsets using MSO
on tree-like models. The question is just when and for wheth slescriptions will be needed. What we
have just seen is that such additional power will apparamitbe needed for anything that is expressible
in terms of the theory we can take to be implicitGGEL
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