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1 Introduction

Philosophy of linguistics is the philosophy of science agliggl to linguistics. This differentiates
it sharply from the philosophy of language, traditionalgncerned with matters of meaning and
reference.

As with the philosophy of other special sciences, there arerl topics relating to matters
like methodology and explanation (as with statistical argltions in psychology and sociology, or
the physics/chemistry relation in philosophy of chemigtaynd more specific philosophical issues
that come up in the special science at issue (simultaneitgtfdbosophy of physics; individuation
of species and ecosystems for the philosophy of biologyne@# topics of the first type in the
philosophy of linguistics include (i) what the subject neatis, (ii) what are the theoretical goals
are, (iii) what form theories should take, and (iv) what dsuas data. Specific topics include
issues in language learnability, language change, the etanpe-performance distinction, and the
expressive power of linguistic theories.

There are also topics that fall on the borderline betweelopbphy of language and philosophy
of linguistics: of “linguistic relativity” (see SEP: Appélix to Relativism), language vs. idiolect
(see SEP: Idiolect), speech acts (including the distindbetween locutionary, illocutionary, and
perlocutionary acts), the language of thought, implicatand the semantics of mental states (see
SEP entries Assertion: Speech Acts; Analysis; Mental Regoration; Pragmatics; Defaults in
Semantics and Pragmatics). In these cases it is often tdeokenswer given and not the inherent
nature of the topic itself that determines the classificatiopics that we consider to be more in
the philosophy of language than the philosophy of lingassinclude intensional contexts, direct
reference, and empty names (see SEP entries: Proposifitiitatie Reports; Intensional Logic;
Rigid Designators; Reference; Descriptions).

This entry is not a general introduction to linguistics fdrilpsophers; readers seeking that
should consult a suitable textbook such as Akmajian et 8lL@2 or Napoli (1996). For a gen-
eral history of Western linguistic thought, including rateheoretical linguistics, see Seuren
(1998). Newmeyer (1986) is useful additional reading fostgt®50 American linguistics. Toma-
lin (2006) traces the philosophical, scientific, and lirgjizi antecedents of Chomsky’s magnum
opus (1955/1956; published 1975), and Scholz and Pullu@720rovide a critical review.

2 Three approaches to linguistic theorizing

The issues we discuss have been debated with vigor and se@setenom. Some of the people
involved have had famous exchanges in the linguistics garm the popular press, and in public
forums. To understand the sharp disagreements betweegadsof the approaches it may be
useful to have a sketch of the dramatis personae beforeersjfavis undeniably an oversimplifi-
cation.



We see three tendencies or foci, divided by what they take tbésubject matter, the approach
they advocate for studying it, and what they count as an egpian. We characterize them roughly

in Table 1.

Externalists

Emergentists

Essentialists

Primary phenomena: actual
utterances as produced by
language users

Primary phenomena: facts of
social cognition, interaction, an
communication

Primary phenomena: intuitions
d of grammaticality and literal
meaning

Primary subject matter:
language use; structural
properties of expressions and
languages

Primary subject matter:
linguistic communication,
cognition, variation, and changg

Primary subject matter: abstrag
universal principles that explain
> the properties of specific
languages

Aim at describing attested
expression structure and
interrelations, and predicting
properties of unattested
expressions

Aim at explaining structural
properties of languages in term
of general cognitive mechanisni
and communicative functions

Aim at articulating universal
s principles and providing
sexplanations for deep and
cross-linguistically constant
linguistic properties

Linguistic structure is a system
of patterns, inferrable from

generally accessible, objective
features of the use of language

Linguistic structure is a system
of constructions that range from
fixed idiomatic phrases to highly
abstract productive types

Linguistic structure is a system
of highly abstract operations an
constraints not at all apparent

from evidence of language use

—

Value accurate modeling of
linguistic form that accords with
empirical data and permits
prediction concerning
unconsidered cases

Value cognitive, cultural,
historical, and evolutionary
explanations of phenomena
found in linguistic
communication systems

Value highly abstract,
covering-law explanations for
properties of language as
inferred from linguistic
intuitions

See young children’s language
as a nascent form of language,
very different from adult
linguistic competence

See young children’s language
as a series of stages in an
ontogenetic process of
developing adult communicativg
competence

See young children’s language
as very similar to adult linguistig
competence though obscured |

2 cognitive, articulatory, and
lexical limits

y

Assume that what is acquired ig
a grasp of the distributional
properties of the constituents o

expressions of a language

Assume that what is acquired ig
a mainly conventional and
culturally transmitted system fo

Assume that what is acquired ig
an internalized generative devig
r that characterizes an infinite se

e
[

linguistic communication

of expressions

Table 1: Three approaches to the study of natural language

A broad and varied range of distinct research projects capubgued within any of these
approaches; one advocate may be more motivated by someptresoverall project than others
are. So the tendencies should not be taken as sharply hoekdieveloped research programs or
theories. Rather, they provide background biases for theloement of specific research programs
— biases which sometimes develop into ideological stancgsolemical programs or lead to
the branching off of new specialisms with separate journeighe judgment of Phillips (2009),
“Dialog between adherents of different approaches is atayiprare.”
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The names we have given these approaches should be takee@m®matags, but not descrip-
tions. The Externalists, for example, might well have beadled ‘structural descriptivists’ instead,
since they tend to be especially concerned to develop méugtisan be used to predict the struc-
ture of natural language expressions. The Externalists lwang been referred to by Essentialists
as ‘empiricists’ (and sometimes apply that term to themesglvthough this is highly misleading,
as Scholz and Pullum (2006: 60—63) point out: the ‘empititégy comes with an accusation of
denying the role of learning biases in language acquis{sea Matthews 1984, Laurence and Matr-
golis 2001), but that is no part of the Externalists’ creezb(s.g. EIman 1993, Lappin and Shieber
2007).

Emergentists are also sometimes referred to by Essetdiaks'empiricists’, but they either
use the Emergentist label for themselves (Bates et al. I¥@ady 2008, MacWhinney 2005) or
call themselves ‘usage-based’ linguists (Barlow and Keni2z082, Tomasello 2003). Newmeyer
(1991), like Tomasello, refers to the Essentialists asmfaists’, because of their tendency to
employ abstractions, and to use tools from mathematicsagid. |

Despite these terminological complexities, we can look laattypical members of each ap-
proach would say about their vision of linguistic scienagd avhat they say about the alternatives.
Many of the central differences between these approachmsideon what proponents consider to
be the main project of linguistic theorizing, and what theut as a satisfying explanation.

Many researchers — perhaps most — mix elements from eachledhtke approaches. For
example, if Emergentists are to explain the syntactic strecof expressions by appeal to facts
about the nature of the use of symbols in human communicati@m they will presuppose a
great deal of Externalist work in describing linguistic teans, and those Externalists who work
on computational parsing systems frequently use (at lesast tarting point) rule systems and
‘structural’ patterns worked out by Essentialists. Catigaithere are no logical impediments for
a researcher with one tendency from simultaneously puysamother; these approaches are only
general centers of emphasis.

2.1 The Externalists

If one assumes, with the Externalists, that the main goaliofjaistic theory is to develop accurate
models of the structural properties of the speech soundslsyphrases, and other linguistic items,
then the information that one will clearly privilege inckeglcorpora (written and oral) of (suitably
idealized) language use. The goal is to describe how thisgrdrord exhibits certain (perhaps
non-phenomenal) patterns that are projectable.

American structural linguistics of the 1920s to 1950s chiamgd the development of tech-
niques for using corpora as a basis for developing struictgscriptions of natural languages,
although such work was really not practically possiblelithe wide-spread availability of cheap,
powerful, and fast computers. André Martinet (1960: 1esdhat one of the basic assumptions of
structuralist approaches to linguistics is that “nothingyrbe called ‘linguistic’ that is not manifest
or manifested one way or another between the mouth of th&kepaad the ears of the listener”.
He is, however, quick to point out that “this assumption doeesentail that linguists should re-
strict their field of research to the audible part of the comioation process — speech can only
be interpreted as such, and not as so much noise, becauseds $or something else that is not
speech.”

American structuralists (Leonard Bloomfield in partichlarere attacked, sometimes legiti-



mately and sometimes illegitimately, by certain factiomghe Essentialist tradition. For example,
Bloomfield was rightly criticized for adopting a nominalattology as popularized by the logical
empiricists bttp://plato.stanford.edu/entries/logical-empiricis m/). But
he was later attacked by Essentialists for holding antitalesh views about linguistics, when it
is arguable that his actual view was that the science of igtigs should not commit itself to any
particular psychological theory. (He had earlier been @hwesiast for the mentalist and introspec-
tionist psychology of Wilhelm Wundt; see Bloomfield 1914.)

Externalism continues to thrive within computational limgtics. As early as the 1950s, the
failure of automatic machine translation led computerrscsés to the realization that accurate ma-
chine translation would require a full understanding ofrti@phology, lexicon, syntax, semantics,
and even pragmatics of a language. Out of this realizatmmputational linguistics developed into
the interdisciplinary field that aims to understand how faresent, parse, and process languages
(both oral and written) using computational resources.

The ongoing development of computational linguistics ehavith early American structuralist
approaches the goal of developing models of the structulangliages based on the investigation
of corpora, and it has developed large, computationallycbedle corpora of particular languages
that can be used to test hypotheses about the structuresafidnoguages (see Sampson 2001, chap-
ter 1, for discussion). In addition, computational lindigis has utilized descriptions of languages
to develop artifacts including speech recognition andsgsis systems, automatic translation pro-
grams, and natural language access to information in dsg¢aba

2.2 The Emergentists

Emergentists aim to explain the capacity for language ms$asf non-linguistic human capacities:
thinking, communicating, and interacting. Sapir (1929pressed a characteristic Emergentist
theme when he wrote:

Language is primarily a cultural or social product and mestibderstood as such. ..
It is peculiarly important that linguists, who are often ased, and accused justly, of
failure to look beyond the pretty patterns of their subjeatter, should become aware
of what their science may mean for the interpretation of hug@nduct in general.

The “pretty patterns” derided here are characteristic nfcstiralist analyses. Sociolinguistics,
which is much closer in spirit to Sapir’'s project, studies thfluence of social and linguistic
structure on each other. One particularly influential studpov (1966), examines the influence
of social class on language variation. Other sociolingugstamine the relation between status
within a group on linguistic innovation (Eckert 1989). Tln¢erest in variation within languages
is characteristic of Emergentist approaches to the stuthngiuage.

Another kind of Emergentist, like Tomasello (2003), willests the role of theory of mind and
the capacity to use symbols to change conspecifics’ meraiEssas uniquely human preadapta-
tions for language acquisition, use, and invention. Maawy (2005) aims to explain linguistic
phenomena (such as phrase structure and constraints odikingce dependencies) in terms of
the way conversation facilitates accurate informati@citimg and perspective-switching.

Functionalist research programs generally fall withinlthead tendency to approach the study
of language as an Emergentist. According to one proponent:



The functionalist view of language [is] as a system of comitative social inter-
action. .. Syntax is not radically arbitrary, in this viewtlrather isrelatively moti-
vatedby semantic, pragmatic, and cognitive concerns. (Van VA1, quoted in
Newmeyer 1991: 4; emphasis in original)

And according to Russ Tomlin, a linguist who takes a fundalmt approach:

Syntax is not autonomous from semantics or pragmatics rejlection of autonomy
derives from the observation that the use of particular gnatical forms is strongly
linked, even deterministically linked, to the presence aiftigular semantic or prag-
matic functions in discourse. (Tomlin 1990, quoted by Newen€1991): 4)

The idea that linguistic form is autonomous, and more spatifi that syntactic form (rather
than, say, phonological form) is autonomous, is a charatitetheme of the Essentialists. And the
claims of Van Valin and Tomlin to the effect that syntaxis independent of semantics and prag-
matics might tempt some to think that Emergentism and Esdism are logically incompatible.
But this would be a mistake, since there are a large numbeoméguivalent autonomy of form
theses.

Even in the context of trying to explain what the autonomysibies, Newmeyer (1991: 3)
talks about five formulations of the thesis, each of which barfound in some Essentialists’
writings, without (apparently) realizing that they are reguivalent. One is the relatively strong
claim that the central properties of linguistic formust notbe defined with essential reference to
“concepts outside the system”, which suggests that no fviesiin linguisticscould be defined in
psychological or biological terms. Another takes autonarhform to be anormativeclaim: that
linguistic conceptoughtnot to be defined or characterized in terms of non-linguistiocepts.
The third and fourth versions are ontological: one denias¢hntral linguistic concepshouldbe
ontologically reduced to non-linguistic ones, and the ptenies that theganbe. And in the fifth
version the autonomy of syntax is taken to deny that symtaetiterning can bexplainedn terms
of meaning or discourse functions.

For each of these versions of autonomy, there are Essetgialno agree with it. Probably the
paradigmatic Essentialist agrees with them all. But Eneigs need not disagree with them all.
Paradigmatic functionalists like Tomlin, Van Valin and Méhinney could in principle hold that
the explanation of syntactic form, for example, will ultitaly be in terms of discourse functions
and semantics, but still accept that syntactic categoaeaat be reduced to non-linguistic ones.

2.3 The Essentialists

If Bloomfield is the intellectual ancestor of ExternalismgdeSapir the father of Emergentism, then
Chomsky is the intellectual ancestor of Essentialism. Hsearcher with predominantly Essen-
tialist inclinations aims to identify the intrinsic propiess of language that make it what it is. For a
huge majority of practitioners of this approach — researcirethe tradition ofyenerative gram-
mar associated with Noam Chomsky — this means postulating wsale of human linguistic
structure, unlearned but tacitly known, that permit andsashildren to acquire human languages.
This generative Essentialism has a preference for findingrising characteristics of languages
that cannot be inferred from the data of usage, and are ndigpable from human cognition or
the requirements of communication.



Rather than being impressed with language variation, aEmergentists and many External-
ists, the generative Essentialists are extremely impdesgé the idea that very young children of
almost any intelligence level, and just about any sociakimging, acquire language to the same
high degree of mastery. From this it is inferred that therstve unlearned features shared by all
languages that somehow assist in language acquisition.

A large number of contemporary Essentialists who follow @kky’s teaching on this matter
claim that semantics and pragmatics are not a central péreatudy of language.

[T]he study of meaning and reference and of the use of laregahguld be excluded
from the field of linguistics. . . [G]iven a linguistic theqmhe concepts of grammar are
constructed (so it seems) on the basis of primitive notibasdre not semantic (where
the grammar contains the phonology and syntax), but thaingaistic theory itself
must be chosen so as to provide the best possible explamdsemantic phenomena,
as well as others. (Chomsky 1977: 139)

In Chomsky’s view, “it is possible that natural language twaly syntax and pragmatics” (Chomsky
1995: 26); that is, only “internalist computations and perfance systems that access them”;
semantic theories are merely “part of an interface level*aoform of syntax” (Chomsky 1992:
223).

Thus, while Bloomfield understood it to be a pragmatic decitd assign semantics to some
field other than linguistics because of the underdevelopeteé ®f semantic research, Chomsky
appears to think that semantics is just not part of the essafitbe language faculty. (In broad out-
line, this exclusion of semantics from linguistics comparith Sapir’s view that form is linguistic
but content is cultural.)

Although Chomsky is an Essentialist in his approach to thdysbf language, excluding se-
mantics as a central part of linguistic theory clearly doesfallow from linguistic Essentialism
(Katz 1980 provides a detailed discussion of Chomsky’s siew semantics). Today there are
many Essentialists whao hold that semantics is a component of a full linguistic tlyeor

For example, many linguists today are interested in theasysémantics interface — the re-
lationship between the surface syntactic structure ofesmeats and their semantic interpretation.
This area of interest is generally quite alien to philosepheéno are primarily concerned with se-
mantics only, and it falls outside of Chomsky’s syntactdaderpurview as well. Linguists who
work in the kind of semantics initiated by Montague (1974itaaly focus on the essential fea-
tures of language (most of their findings appear to be of usatémport rather than limited to the
semantic rules of specific languages). Useful works to dotsget a sense of the modern style
of investigation of the syntax-semantics interface woultlude Partee (1975), Jacobson (1996),
Szabolcsi (1997), Chierchia (1998), Steedman (2000).

2.4 Comparing the three approaches

The preceding discussion was at a rather high level of atigira It may be useful to contrast the
three tendencies by looking at how they each would analyzartecplar linguistic phenomenon.
We have selected the syntaxaduble-objectclauses likeHand the guard your pagalso called
ditransitive clauses), in which the verb is immediately followed by a sswe of two noun
phrases, the first typically denoting a recipient and th@seésomething transferred. For many
such clauses there is an alternative way of expressing lptlgghnsame thing: foHand the guard
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your pasghere is the alternativieland your pass to the guarech which the verb is followed by a
single object noun phrase and the recipient is expressedthét by a preposition phrase wiit
We will call theserecipient-PP clauses.

2.4.1 Essentialism: Larson (1988)

Larson (1988) offers a generative Essentialist approatheteyntax of double-object clauses. In
analyses of the sort Larson exemplifies, the structure ofxanession is given by derivation,
which consists of a sequence of successively modified abstyatactic structures. Larson calls
the earliest onegnderlying structures (also ‘deep structures’). The last (and leasttatt) in the
derivation is thesurface structure, which captures properties relevant to the wayepression is
written and pronounced. The underlying structures aret@dgn order to better identify syntactic
generalizations. They are related to surface structures $sries of operations calléchnsfor-
mations (which generative Essentialists typically regard as nignteal operations of the human
language faculty).

One of the fundamental operations that a transformationeff@ct is movement which in-
volves shifting a part of the syntactic structure of a treariother location within it. For example,
for passive clauses like (A.i) it is often claimed that theleriined noun phras®llowsthe verb
in the underlying structure, which is therefore more like slurface structure of the corresponding
active clause (A.ii):

(A) i. My passwas checked by the guard. [passive clause]
ii. The guard checked my pass [active clause]

A movement transformation during the derivation of (A.i)dsimed to shiftmy passinto the
subject position before the verb.
Larson proposes that a double-object clause like (B.i) hassame underlying structure as
(B.ii).
(B) i. Ishowed the guard my pass. [double object]
ii. 1showed my pass to the guard. [recipient-PP]

Moreover, he proposes that the transformational operafideriving the surface structure of (B.i)
from the underlying structure of (B.ii) is essentially theree as the one that derives the surface
structure of (A.i) from the underlying structure of (A.ii).

To go further into the details, it will be essential to make aftree diagrams of syntactic
structure. Atree is a set of points, calleades which correspond to syntactic units; left-right order
on the page corresponds to temporal order of utterance;@mdrd connecting lines represent the
relation ‘is an immediate subpart of’. Nodes are labelechtmscategories of phrases and words,
such as noun phrase (NP); preposition phrase (PP); and healse(VP). Parts of a tree whose
internal structure is unimportant to the topic under disaus (like the internal structure of NPs)
are abbreviated as empty triangles. A tree structure fanalsiclause lik&'he guard checked my
passis shown in (T1).



(T1) Clause

e R’
the guard \% NP
checked my pass

Larson adopts many assumptions from Chomsky (1981) anetqubsat work. One is that all
NPs have to be assigné&hsein the course of a derivation. (Case is an abstract syntacijzerty,
only indirectly related to the morphological case formgtiged by nominative, accusative, and
genitive pronouns. Objective Case is assumed to be assigraaty NP in direct object position,
e.g.,my passn (T1), and Nominative Case is assigned to an NP in the stupgesition of a tensed
clause, e.gthe guardin (T1).)

He also makes two specific assumptions about the derivafipassive clauses. First, Case
assignment to the position immediately after the verb ipfsassed”, which entails that the NP
there will not get Case unless it moves to some other posifidme subject position is the obvious
one, because there it will receive Nominative Case.) Secibraile is an unusual assignment of
semantic role to NPs: instead of the subject NP being idedtdis the agent of the action the
clause describes, that role is assigned to an adjunct ahtheféhe VP (theéby-phrase in (A.i); an
adjunct is a constituent with an optional modifying role s ¢clause rather than a grammatically
obligatory one like subject or object).

Larson proposes that both of these points about passiveeddiave analogs in the structure of
double-object VPs. First, Case assignment to the positiomadiately after the verb is suppressed;
and since Larson takes the preposittorto be the marker of Case, this means in effect that
disappears. This entails that the NP aftemwill not get Case unless it moves to some other
position. Second, there is an unusual assignment of serrrahei to NPs: instead of the direct
object NP being identified as the entity affected by the actlee clause describes, that role is
assigned to an adjunct at the end of the VP.

Larson makes some innovative assumptions about VPs. lk@ptoposes that in the underlying
structure of a double-object clause thieect object precedes the verihe tree diagram being (T2).

(T2) VP
A
NP Vv
/\
my pass \Y PP
showed to the guard

This does not match the surface order of wosts{ved my pass to the guyrutitis not intended
to: it is an underlying structure. A transformation will methe verb to the left omy passo
produce the surface order seen in (B.ii).

Second, he assumes that there are two nodes labeled VP irbkeainject clause, and two
more labeled ¥/ though there is only one word of the verb (V) category. (Qhl/smaller VP and
V'’ are shown in the partial structure (T2).)

What is important here is that (T2) is the basis for the dowlhject surface structure as well.
To produce that, the preposititmis erased and an additional NP position (ioy pas¥is attached
to the V, thus:



(T3) VP

Vv NP my pass

showed the guard

The additional NP is assigned the affected-entity semaoiigc The other NPthie guard does not
yet have Case; but Larson assumes that it moves into the Nftopdsefore the verb. The result is
shown in (T4), wheree¢’ marks the empty string left where some words have been mawey:

(T4) VP

/\

the guard V NP
A
| A
| \ NP “my pass
|
\ showed

~ - ----c

Larson assumes that in this positithe guardcan receive Case. What remains is for the verb to
move into a higher V position further to its left, to obtairetburface order:

(T5) v/
A
V VP
/\
showed NP \4
| A /\
" the guard V NP
| N N
N \Y NP “my pass

The complete sequence of transformations is taken to giveep theoretical explanation of
many properties of (B.i) and (B.ii), including such thingsvahat could be substituted for the two
NPs, and the fact there is at least rough truth-conditiogaiv@lence between the two clauses.

The reader with no previous experience of generative Istgnd will have many questions
about the foregoing sketch (like, for example, whether iteiglly necessary to hawbe guard
aftershowedn (T3), then the opposite order in (T4), and finally the samepagain in (T5)). We
cannot hope to answer such questions here; Larson’s pagpéresnely rich in further assumptions,
links to the previous literature, and additional classeslath that he aims to explain. But the
foregoing should suffice to convey some of the flavor of thdyema

The key point to note is that Essentialists seek underlyymgnsetries and parallels whose op-
eration is not manifest in the data of language use. For Hafists, there is positive explanatory
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virtue in hypothesizing abstract structures that are varjrom being inferrable from performance;
and the posited operations on those structures are justifi;dms of elegance and formal paral-
lelism with other analyses, not through observation of leage use in communicative situations.

2.4.2 Emergentism: Goldberg (1995)

Many Emergentists are favorably disposed toward the kirmbaktruction grammar expounded

in Goldberg (1995). We will use her work as an exemplar of theeEgentist approach. The first
thing to note is that Goldberg does not take double-objectsgs like (B.i) to be derived alternants
of recipient-PP structures like (B.ii), the way Larson do&o she is not looking for a regular
syntactic operation that can relate their structures; eddshe does not posit derivations at all.
She is interested in explaining correlations between syictasemantic, and pragmatic aspects of
clauses; for example, she asks this question:

How are the semantics of independent constructions retateld that the classes of
verbs associated with one overlap with the classes of vadicated with another?

Thus she aims to explain why some verbs occur in both the denlfjlect and recipient-PP kinds
of expression and some do not.

The fundamental notion in Goldberg’s linguistic theoryhattof aconstruction. A construc-
tion can be defined very roughly as a way of structurally cosimmpwords or phrases — a sort of
template — for expressing a certain class of meanings. Likergentists in general, Goldberg re-
gards linguistic theory as continuous with a certain pageferal cognitive psychological theory;
linguistics emerges from this more general theory, andiisigc matters are rarely fully separate
from cognitive matters. So a construction for Goldberg haseatal reality: it corresponds to a
generalized concept or scenario expressible in a langaagetated with a guide to the linguistic
structure of the expression.

A word is a trivial case of a construction: a single conceptgquwith a way of pronouncing
and some details about grammatical restrictions (categufitgctional class, etc.). But construc-
tions can be much more abstract and internally complex. Dubleé-object construction, which
Goldberg calls the Ditransitive Construction, is a moddyatbstract and complex one; she dia-
grams it thus (p. 50):

Sem CAUSE-RECEIVE < agt rec pat >
R 3

R: instance, PRED < |

means J

Syn \% SUBJ OBJ OBJ

This expresses a set of constraints on how to use Englismtoncmicate the idea of a particular
kind of scenario. The scenario involves a ternary relatiéSE-RECEIVE holding between an
agent agt), a recipientec), and a patientgat). PRED is a variable that is filled by the meaning
of a particular verb when it is employed in this construction

The solid vertical lines downward fromgt andpat indicate that for any verb integrated into
this construction it is required that its subject NP showgress the agent participant, and the
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direct object (OBg) should express the patient participant. The dashed aétiiee downward
from rec signals that the first object (OBJ) may express the recigahit does not have to —
the necessity of there being a recipient is a property of tmstcuction itself, and not every verb
demands that it be made explicit who the recipient is. Buhdré are two objects, the first is
obligatorily associated with the recipient roM/e sent the builder a carpentean only express a
claim about the sending of a carpenter over to the buildeemie sending of the builder over to
where a carpenter is.

When a particular verb is used in this construction, it mayehabligatory accompanying NPs
denoting what Goldberg calls “profiled participants” sattine match between the participant roles
(agt, rec, pat) is one-to-one, as with the veand When this verb is used, the agent (‘hander’),
recipient (‘handee’), and item transferred (‘handed’) tralsbe made explicit. Goldberg (p. 51)
gives the following diagram of the “composite structureatthmesults wherandis used in the
construction:

Sem CAUSE-RECEIVE < agt rec pat >
R
R: instance, hand < hander handee handed >
means l
Syn \Y SUBJ OBJ OByJ

Because of this requirement of explicit presendand him your passs grammatical, but
*Hand himis not, and neither isMand your pass The verbsend on the other hand, illustrates
the optional syntactic expression of the recipient role:cae saySend a text messagehich is
understood to involve some recipient but does not make thpieat explicit.

The R notation relates to the fact that particular verbs mxayess either amstanceof causing
someone to receive something, as viiind or ameanf causing someone to receive something,
as withkick: whatJoe kicked Bill the balineans is that Joe caused Bill to receive the ball by means
of a kicking action.

Goldberg’s discussion covers many subtle ways in which demario communicated affects
whether the use of a construction is grammatical and apiattepi~or example, there is something
odd about?’Joe kicked Bill the ball he was trying to kick to Sathe Ditransitive Construction
seems best suited to cases of volitional transfer (rattear ttansfer as an unexpected side effect
of a blunder). However, an exception is provided by a clagsasés in which the transfer is not
of a physical object but is only metaphoricdlhat guy gives me the creegdees not imply any
volitional transfer of a physical object.

Metaphorical cases are distinguished from physical teassh other ways as well. Goldberg
notes sentences likEhe music lent the event a festive, auherethe musids subject of the verb
lend despite the fact that music cannot literally lend anythmgryone.

Goldberg discusses many topics such as metaphorical éxtestading, metonymy, cutting,
role merging, and also presents various general principlegrg meanings and constructions.
One of these principles, the No Synonymy Principle, saysribawo syntactically distinct con-
structions can be both semantically and pragmatically symmus. It might seem that if any two
sentences are synonymous, pairs like this are:
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(C) i. She gave her husband an iPod. [double object]
ii. She gave an iPod to her husband. [recipient-PP]

Yet the two constructions cannot be fully synonymous, betmantically and pragmatically, if
the No Synonymy Principle is correct. And to support the @ple, Goldberg notes purported
contrasts such as this:

(D) i. She gave her husband a new interest in music. [double object]
ii. “She gave a new interest in music to her husband. [recipient-PP]

There is a causation-as-transfer metaphor here, and itsseeime compatible with the double
object construction but not with the recipient-PP. So the &ne not fully synonymous.

It is no part of our aim here to provide a full account of the teort of Goldberg’s discussion
of double-object clauses. But what we want to highlight it ttihe focus is not on finding ab-
stract elements or operations of a purely syntactic nataedre candidates for being essential
properties of language per se. The focus for Emergentistsady always on the ways in which
meaning is conveyed, the scenarios that particular castgins are used to communicate, and
the aspects of language that connect up with psychologipads like cognition, perception, and
conceptualization.

2.4.3 Externalism: Bresnan et al. (2007)

One kind of work that is representative of the Externalistiency is nicely illustrated by Bresnan
et al. (2007) and Bresnan and Ford (2010). Bresnan and Heagaks defend the use of corpora
— bodies of attested written and spoken texts. One of thailirfgs is that a number of types
of expressions that linguists have often taken to be ungr@imal do in fact turn up in actual
use. Essentialists and Emergentists alike have oftenlypoimethe basis of intuition, asserted that
sentences likdohn gave Mary a kisare grammatical but sentences lil@hn gave a kiss to Mary
are not. Bresnan and her colleagues find numerous occusrehtte latter sort on the World Wide
Web, and conclude that they are not ungrammatical or evercepéable, but merely dispreferred.

Bresnan and colleagues used a three-million-word cotieaf recorded and transcribed spon-
taneous telephone conversations known as the Switchbogrdschttp://www.ldc.upenn.
edu/Catalog/readme_files/switchboard.readme.html ) to study the double-object
and recipient-PP constructions. They first annotated ttezartces with indications of a number
of factors that they thought might influence the choice betwie double-object and recipient-PP
constructions:

e discourse accessibility of NPs (does a particular NP refeiomething already mentioned,
or to something new to the discourse?);

¢ relative lengths of NPs (what is the difference in number ofdg between the recipient NP
and the transferred-item NP?);

e definiteness (are the recipient and transferred-item Nfsitddike the bishopor indefinite
like some membe?3;

e animacy (do the recipient and transferred-item NPs denoi@aie beings or inanimate
things?);
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e pronominality (are the recipient and transferred-item NRs0uNs?);
e number (are the recipient and transferred-item NPs singulplural?);

e person (are the recipient and transferred-item NPs finggmeor second-person pronouns,
or third person?).

They also coded the verb meanings by assigning them to a mahthéferent semantic categories,
the most significant of which were:

e abstract senses (asgive it some thoughit

transfer of possession (asgive him an armbanyl

future transfer of possession (ad iowe you a dollar

prevention of possession (asThey denied me my rights
e communication verb sense (astéll me your namp

They then constructed a statistical model of the corpus:thenaatical formula expressing, for
each combination of the factors listed above, the ratio eftobabilities of the double object and
the recipient-PP. (To be precise, they used the naturatitbgaof the ratio ofp to 1 — p, wherep
is the probability of a double-object or recipient-PP in tloepus being of the double-object form.)
They then used logistic regression to predict the prolglmfifit to the data.

To determine how well the model generalized to unseen dagg,divided the data randomly
100 times into a training set and a testing set, fit the modelrpaters on each training set, and
scored its predictions on the unseen testing set. The avgragent of correct predictions on
unseen data was 92%. All components of the model except nuofhlee recipient NP made a
statistically significant difference — almost all at the@lQevel.

What this means is that knowing only the presence or abséditlse sort of factors listed above
they were reliably able to predict whether double-objeateaipient-PP structures would be used
in a given context, with a 92% score accuracy rate.

The implication is that the two kinds of structure are notiohangeable: they are reliably
differentiated by the presence of other factors in the textghich they occur.

They then took the model they had generated for the telepbpeech data and applied it to
a corpus of written material: th@/all Street Journatorpus WSJ, a collection of 1987-1989
newspaper copy, only roughly edited. The main relevanedgfice with written language is that
the language producer has more opportunity to reflect thitwighon how they are going to phrase
things. It was reasonable to think that a model based on bpd®@ might not transfer well.
But instead the model had 93.5% accuracy. The authors abmetuthat “the model for spoken
English transfers beautifully to written”. The main difégrce between the corpora was found to
be a slightly higher probability of the recipient-PP sturetin written English.

In a very thorough subsequent study, Bresnan and Ford (Zbiy that the results also cor-
relate with native speakers’ metalinguistic judgments aturalness for sentence structures, and
with lexical decision latencies (speed of deciding whetherwords in a text were genuine En-
glish words or not), and with a sentence completion taskdsimg the most natural of a list of
possible completions of a partial sentence). The resultsese experiments confirmed that their
model predicted participants’ performance.
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Among the things to note about this work is that it was all donalirectly recorded perfor-
mance data: transcripts of students speaking to each athteeghone in the case of the Switch-
board corpus, stories as written by newspaper journatistsa case o¥VSJ measured responses
of volunteer subjects in a laboratory in the case of the psiyguistic experiments of Bresnan
and Ford (2010). The focus is on identifying the factors mgliistic performance that permit ac-
curate prediction of future performance, and the methodsvestigation have a replicability and
checkability that is familiar in the natural sciences.

However, we should make it clear that the work is not some kinclose-to-the-ground col-
lecting and classifying of instances. The models that Bxessnd her collegues develop are so-
phisticated mathematical abstractions, very far remoxaa the records of utterance tokens. But
their claim is that these models “allow linguistic theorystive more difficult problems than it has
in the past, and to build convergent projects with psychglogmputer science, and allied fields
of cognitive science” (Bresnan et al. 2007: 69).

3 The subject matter of Essentialist theories

The complex and multi-faceted character of linguistic glmeana means that the discipline of lin-
guistics has a whole complex of distinguishable subjecteratssociated with different research
guestions. Among the possible topics for investigatiortiaese:

() the capacity of humans to acquire, use, and invent lagegsia

(i) the abstract structural patterns (phonetic, morpgimal, syntactic, or semantic) found in a
particular language under some idealization;

(i) systematic structural manifestations of the use ahegarticular language;
(iv) the changes in a language or among languages across time

(v) the psychological functioning of individuals who havecsessfully acquired particular lan-
guages;

(vi) the psychological processes underlying speech owlstgally mediated thinking in hu-
mans;

(vii) the evolutionary origin of (i), and/or (ii),

There is no reason for all of the discipline of linguisticxtmverge on a single subject matter,
or to think that the entire field of linguistics cannot haveawedse range of subject matters. To give
a few examples: the influential Swiss linguist Ferdinand a@asSure (1916) distinguished between
langue a socially shared set of abstract conventions (compate(W)t andparole, the particular
choices made by a speaker deploying a language (compaye (iii

The anthropological linguist Edward Sapir (1921, (192%uthht that human beings have a
seemingly species-universal capacity to acquire and ugpibgges (compare (i)), but his own in-
terest was limited to the systematic structural featurgsaoficular languages (compare (ii)) and
the psychological reality of linguistic units such as thepéme (an aspect of vi), and the psycho-
logical effects of language and thought (an aspect of (v)).
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Bloomfield (1933) showed a strong interest in historicajliistic change (compare (iv)), dis-
tinguishing that sharply (much as Saussure did) from syrghidescription of language structure
((if) again) and language use (compare (iii)), arguing thatstudy of (iv) presupposed (vi).

Bloomfield famously eschewed all dualistic mentalistic @aghes to the study of language,
but since he rejected them on materialist ontological gdsuhis rejection of mentalism was not
clearly a rejection of (vi) or (vii): his attempt to cast lmgtics in terms of stimulus-response
psychology indicates that he was sympathetic to the Weigsgchology of his time and accepted
that linguistics might have psychological subject matter.

Zellig Harris, on the other hand, showed little interestha psychology of language, concen-
trating on mathematical techniques for tackling (ii). Hisdent Chomsky reacted strongly against
this indifference toward the mind, and urged that only aaampsychological version of (i), and
an individual, non-social, and internalized conceptioiiptomprise the principal subject matter
of linguistics. In particular, Chomsky introduced a numbg&novel terms into the linguistics lit-
erature: competence vs. performance (Chomsky 1965)nftage’ vs. ‘E-language’ (Chomsky
1986); the faculty of language in the narrow sense vs. théaandty of language in the broad sense
(the ‘FLN" and ‘FLB’ of Hauser et al. 2002). Because Chomskgrminological innovations have
been adopted so widely in linguistics, the focus of sect®is-3.3 will be to examine the use of
these expressions as they were introduced into the lingsiigerature and consider their relation

to (i)-(vii).

3.1 Competence and performance

Essentialists invariably distinguish between what Chon{&R65) calleccompetenceandperfor-
mance Competence is what knowing a language confers: a tacipgriathe structural properties
of all the sentences of a language. Performance involvemlactal-time use, and may diverge
radically from the underlying competence, for at least teasons: (a) an attempt to produce an
utterance may be perturbed by non-linguistic factors li&md distracted or interrupted, changing
plans or losing attention, being drunk or having a brainmyijor (b) certain capacity limits of the
mechanisms of perception or production may be overstepped.

Emergentists tend to feel that the competence/performdistiaction sidelines language use
too much. Bybee and McClelland (2005: 382) put it this way:

One common view is that language has an essential and umqee structure that
conforms to a universal ideal, and what people say is a gatgrimperfect reflection
of this inner essence, muddied by performance factors. iiaogto an opposing view
... language use has a major impact on language structueeexierience that users
have with language shapes cognitive representations hvarne built up through the
application of general principles of human cognition talirstic input. The structure
that appears to underlie language use reflects the opemdtibase principles as they
shape how individual speakers and hearers represent farmeaning and adapt these
forms and meanings as they speak.

And Externalists are often concerned to describe and explaionly language structure, but also
the workings of processing mechanisms and the etiology dbpeance errors.

However, every linguist accepts that some idealizationyafr@m the speech phenomena is
necessary. Emergentists and Externalists are almost salwappy to idealize away from sporadic

16



speech errors. What they are not so keen to do is to idealiag &om limitations on linguistic
processing and the short-term memory on which it relies.eftance of a thoroughgoing compe-
tence/performance distinction thus tends to be a hallmbBseentialist approaches, which take
the nature of language to be entirely independent of otheramucognitive processes.

The Essentialists’ practice of idealizing away from eveycpslinguistically relevant factors
like limits on memory and processing plays a significant mlearious important debates within
linguistics. Perhaps the most salient and famous is theiséwhether English is a finite-state
language.

The claim that English is not accepted by any finite-stateraaton can only be supported by
showing that every grammar for English has center-embegddian unbounded depth (see Levelt
2008: 20-23 for an exposition and proof of the relevant teeproriginally from Chomsky 1959).
But even depth-3 center-embedding of clauses (a clauseuptig a clause that itself interrupts
a clause) is in practice extraordinarily hard to processdhitanyone can readily understand even
semantically plausible sentences INghicles that engineers who car companies trust build crash
every day And such sentences virtually never occur, even in writikgrisson (2007) under-
takes an extensive examination of available textual medteaind concludes that depth-3 center-
embeddings are vanishingly rare, and no genuine depthtéreembedding has ever occurred at
all in naturally composed text. He proposes that there iseasan to regard center-embedding as
grammatical beyond depth 3 (and for spoken language, dépKeRsson is proposing a grammar
that stays close to what performance data can confirm; timelatd Essentialist view is that we
should project massively from what is observed, and saydépth» center-embedding is fully
grammatical for alk.

3.2 ‘lI-Language’ and ‘E-Language’

Chomsky (1986) introduced into the linguistics literattwe technical notions of a language: ‘E-
Language’ and ‘I-Language’. He deprecates the former &ereiindeserving of study or as a
fictional entity, and pushes the latter as the only scieatlficespectable object of study for a
serious linguistics.

3.2.1 ‘E-language’

Chomsky’s notion ‘E-language’ is supposed to suggest binitsl ‘E’ both ‘extensional’ (con-
cerned with which sentences happen to satisfy a definitica lahguage rather than with what
the definition says) and ‘external’ (external to the mindttis, non-mental). The dismissal of
E-language as an object of study is aimed at critics of Esdesmh — many but not all of those
critics falling within our categories of Externalists anth&rgentists.

Extensional First, there is an attempt to impugn the extensional noti@ianguage that is found
in two radically different strands of Externalist work. Seiaxternalist investigations are grounded
in the details of attested utterances (as collected in cajpexternal to human minds. Others, with
mathematical or computational interests, sometimesimkekEnguages as extensionally definable
objects (typically infinite sets of strings) with a certatrusture, independently of whatever device
might be employed to characterize them. A set of strings atigeither is or is not regular (finite-
state), either is or is not recursive (decidable), etc epahdently of forms of grammar statement.
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Chomsky (1986) basically dismissed both corpus-based amdkmathematical linguistics simply
on the grounds that they employ an extensional conceptitangtiage.

External Second, a distinct meaning based on ‘external’ was foldéal time neologism ‘E-
language’ to suggest criticism of any view that conceives oiatural language as a public, in-
tersubjectively accessible system used by a community @plpgoften millions of them spread
across different countries). Here, the objection is thatjleages as thus conceived have no clear
criteria of individuation in terms of necessary and suffitieonditions. On this conception, the
subject matter of interest is a historico-geographicalkyeftitat changes as it is transmitted over
generations, or over mountain ranges. Famously, for exantipdre is a gradual valley-to-valley
change in the language spoken between southeastern Frahnerghwestern Italy such that each
valley’s speakers can understand the next. But the far westerners clearly speak French and the
far southeasterners clearly speak Italian. It is the wality defined geographical border, not the
intrinsic properties of the dialects, that would encouraigeving this continuum as two different
languages.

Perhaps the most famous quotation by any linguist is stahdattributed to Max Weinreich
(1945): ‘A shprakh iz a dialekt mit an armey un flot’ (‘A langyeis a dialect with an army and
navy’; he actually credits the remark to an unnamed studé&h® implication is that E-languages
are defined in terms of non-linguistic, non-essential prioge Essentialists object that a scientific
linguistics cannot tolerate individuating French andidtalin a way that is subject to historical
contingencies of wars and treaties (after all, the bordeusdchave coincided with a different hill
or valley had some battle had a different outcome).

Considerations of intelligibility fare no better. Mutuakelligibility between languages is not a
transitive relation, and sometimes the intelligibilityaton is not even symmetric (smaller, more
isolated, or less prestigious groups often understandi#tiectis of larger, more central, or higher-
prestige groups when the converse does not hold). So thes#agpcal facts cannot individuate
languages either.

Chomsky therefore concludes that languages cannot be defineadividuated extensionally
or mind-externally, and hence the only scientifically is&img conception of a ‘language’ is the
‘I-language’ view (see for example Chomsky 1986: 25; 199295land elsewhere). Chomsky
says of E-languages that “all scientific approaches havplgiabandoned these elements of what
is called ‘language’ in common usage” (Chomsky 1988, 37);“are can define E-language in one
way or another or not at all, since the concept appears tormayple in the theory of language”
(Chomsky 1986: 26).

This conclusion may be bewildering to non-linguists as \aelhon-Essentialists. It is at odds
with what a broad range of philosophers have tacitly asswnegplicitly claimed about language
or languages: ‘[A language] is a practice in which peopleagyeg. . it is constituted by rules which
itis part of social custom to follow’ (Dummett 1986: 473—47Banguage is a set of rules existing
at the level of common knowledge’ and these rules are ‘normiglwgovern intentional social
behavior’ (Itkonen 1978: 122), and so on. Generally spagkimose philosophers influenced by
Wittgenstein also take the view that a language is a soébitical entity. But the opposite view
has become a part of the conceptual underpinning of linigsiir many Essentialists.

Failing to have precise individuation conditions is sunebt a sufficient reason to deny that
an entity can be studied scientifically. ‘Language’ as a towun in the extensional and socio-
historical sense is vague, but this need not be any greasta@é to theorizing about them than
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is the vagueness of other terms for historical entities eutltlear individuation conditions, like
‘species’ and ‘individual organism’ in biology.

At least some Emergentist linguists, and perhaps some riatists, would be content to say
that languages are collections of social conventions,igytldhared, and some philosophers would
agree (see Millikan 2003, for example, and Chomsky 2003 foepdy). Lewis (1969) explic-
itly defends the view that language can be understood ingefpublic communications, func-
tioning to solve coordination problems within a group (aligh he acknowledges that the co-
ordination could be between different temporal stages & imdlividual, so language use by
an isolated person is also intelligible; see the Appendixhef SEP ‘Idiolect’ entry ahttp:
/Iplato.stanford.edu/entries/idiolects/appendix.htm | for further discus-
sion of Lewis). What Chomsky calls E-languages, then, wbelgerfectly amenable to linguistic
or philosophical study.

3.2.2 ‘l-language’

Chomsky (1986) introduced the neologism ‘I-language’ int pa disambiguate the word ‘gram-
mar’. In earlier generative Essentialist literature, lgraar’ was (deliberately) ambiguous between
() the linguist’s generative theory and (ii) what a speakeows when they know a language.
‘I-language’ can be regarded as a replacement for the tegypchpgrammar’ (introduced by Bever
1975; see also George 1989): it denotes a mental or psyabalamtity (not a grammarian’s
description).

I-language is first discussed under the sub-heading ofrhatzed language’ to denote lin-
guistic knowledge. Later discussion in Chomsky 1986 andb1®@kes it clear that the ‘I’ of
‘I-language’ is supposed to suggest at least three Englaldsy ‘individual’, ‘internal’, and ‘in-
tensional’. And Chomsky emphasizes that the neologism iatpties a kind of realism about
speakers’ knowledge of language.

Individual A language is claimed to be strictly a property of individhalman beings — not
groups. The contrast is between the idiolect of a singleviddal, and a dialect or language of
a geographical, social, historical, or political grouplafguages are properties of the minds of
individuals who know them.

Internal  As generative Essentialists see it, your I-language ista sfayour mind/brain. Mean-
ing is internal — indeed, on Chomsky’s conception, an |-leage

is a strictly internalist, individualist approach to lamge, analogous in this respect to
studies of the visual system. If the cognitive system of dsianguage faculty is in
state L, we will say that Jones has the I-language L. (ChortiSp: 13)

And he clarifies the sense in which an I-language is interpagpealing to an analogy with the
way the study of vision is internal:

The same considerations apply to the study of visual peareptong lines pioneered
by David Marr, which has been much discussed in this conmreclihis work is mostly

concerned with operations carried out by the retina; lgoset, the mapping of retinal
images to the visual cortex. Marr’s famous three levels alysis — computational,
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algorithmic, and implementation — have to do with ways of stomng such map-
pings. Again, the theory applies to a brain in a vat exactly dses to a person seeing
an object in motion. (Chomsky 1995: 52)

Thus, while the speaker’s I-language may be involved inquering operations over represen-
tations of distal stimuli — representations of other sp€akeatterances — I-languages can and
should be studied in isolation from their external enviremts.

Although Chomsky sometimes refers to this narrow indivtéhraof I-languages as ‘individ-
ual’, he clearly claims that I-languages are individuateidolation from both speech communities
and other aspects of the broadly conceived natural envieotrm

Suppose Jones is a member of some ordinary community, aniehdisinguishable

from him except that his total experience derives from soim®al reality design;

or let J be Jones’s Twin in a Twin-Earth scenario. They hawkihdistinguishable

experiences and will behave the same way (in so far as behiaypcedictable at all);

they have the same internal states. Suppose that J replaoes id the community,
unknown to anyone except the observing scientist. Unawlaaeychange, everyone
will act as before, treating J as Jones; J too will continubefsere. The scientist
seeking the best theory of all of this will construct a nariogdividualist account of

Jones, J, and others in the community. The account omitsngpth (Chomsky 1995:

53-54)

This passage can also be seen as suggesting a radicallgiamalist conception of language.

Intensional The way in which I-languages are ‘intensional’ for Chomsleeds a little expli-
cation. The concept of intension is familiar in logic and s@ics, where ‘intensional’ contrasts
with ‘extensional’. The extension of a predicate lildeieis simply the set of all blue objects; the
intension is the function that picks out in a given world theebobjects contained therein. In a
similar way, the extension of a set can be distinguished anmtensional description of the setin
terms of a function: the set of integer square§list, 9, 16, 25, 36, . . .}, and the intension could be
given in terms of the one-place functigrsuch thatf (n) = n x n. One difference between the two
accounts of squaring is that the intensional one could bkegbip a different domain (any domain
on which the %’ operation is defined): on the rationals rather than thegirte the extension of
the identically defined function is a quite different setdatition to the integer squares it contains
1/2x1/2=1/4;1/3x1/3=1/9;2/3 x 2/3 = 4/9; and so on).

In an analogous way, a language can be identified with thefsdt and only its expressions
(regardless of what sort of object an expression is: a woydesgce, a tree structure, a complete
derivation, or whatever), which is the extensional viewt ibgan also be identified intensionally
by means of a recipe or formal specification of some kind — vihguists call a grammar.

In natural language semantics, an intensional contexasuirere substitution of co-extensional
terms fails to preserve truth valu8dott is Scotis true, andscott is the author of Waverléytrue,
but the truth ofGeorge knows that Scott is Scdtiesn’t guarantee the truth Geeorge knows that
Scott is the author of Waverlgoknows thaestablishes an intensional context).

Chomsky claims that the truth of an I-language attributgomat preserved by substituting terms
that have the same extension. That is, even when two humagsdo not differ at all on what
expressions are grammatical, it may be false to say thatithey the same I-language. Where H
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is a human being and L is a language (in the informal senseRasdhe relation of knowing (or
having, or using) that holds between a human being and a#gegChomsky holds, in effect, that
R establishes an intensional context in statements of garyh

[F]or H to know L is for H to have a certain I-language. Theeataénts of the grammar
are statements of the theory of mind about the I-languagecéhstructures of the
brain formulated at a certain level of abstraction from nattms. These structures
are specific things in the world, with their properties. .eTHanguage L may be the
one used by a speaker but not the I-languageven if the two generate the same
class of expressions (or other formal objects)! miay not even be a possible human
I-language, one attainable by the language faculty. (Ckgrh886: 23)

The idea is that two individuals can know (or have, or usefeght I-languages that generate
exactly the same strings of words, and even give them exdetlgame structures.

The generative Essentialist conception of an I-languagetishetical to Emergentist research
programs. If the fundamental explanandum of scientifialiatics is how actual linguistic commu-
nication takes place, one must start by looking at both maigpsychological) and external (public)
practices and conventions in virtue of which it occurs, amisider the effect of historical and ge-
ographic contingencies on the relevant underlying prasesbhat would not rule out ‘I-language’
as part of the explanans; but some Emergentists seemftotiomalistsabout I-languages, in an
analogous sense to the way that Chomsky is a fictionalisttdbéanguages. Emergentists do not
see a child as learning a generative grammar, but as leanowgo use a symbolic system for
propositional communication. On this view grammars areenagtifacts that are developed by lin-
guists to codify aspects of the relevant systems, and pgsatn I-language amounts to projecting
the linguist’s codification illegitimately onto human mmee, for example, Tomasello 2003).

The I-language concept brushes aside certain phenomentecdst to the Externalists, who
hold that the forms of actually attested expressions (serte phrases, syllables, and systems
of such units) are of interest for linguistics. For exammemputational linguistics (work on
speech recognition, machine translation, and naturaliiage interfaces to databases) must rely
on a conception of language as public and extensional; sbanysvork on the utterances of young
children, or the effects of word frequency on vowel reduttiar misunderstandings caused by road
sign wordings. At the very least, it might be said on behatha$ strain of Externalism (along the
lines of Soames 1984) that linguistics will need careful kvon languages as intersubjectively
accessible systems before hypotheses about the I-lanthetgaurportedly produces them can be
investigated.

It is a highly biased claim that the E-language concept “app® play no role in the theory
of language” (Chomsky 1986: 26). Indeed, the terminoldgicatrast seems to have been in-
vented not to clarify a distinction between concepts butudge linguistic research in a particular
direction.

3.3 The faculty of language in narrow and broad senses

In Hauser et al. (2002) (henceforth HCF) a further pair oftcasting terms is introduced. They
draw a distinction quite separate from the competencedpagnce and ‘I-language’/‘E-language’
distinctions: the “language faculty in the narrow sens&’NJis distinguished from the “language
faculty in the broad sense” (FLB). According to HCF, FLB “&xaes other organism-internal
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systems that are necessary but not sufficient for language (@emory, respiration, digestion,
circulation, etc.)” but includes whatever is involved im¢mage, and FLN is some limited part of
FLB (p. 1571) This is all fairly vague, but it is clear that Flawd FLB are both internal rather
than external, and individual rather than social.

The FLN/FLB distinction apparently aims to address the uergess of one component of the
human capacity for language rather than (say) the contédniratin grammars. HCF say (p. 1573)
that “Only FLN is uniquely human”; they “hypothesize that shaf not all, of FLB is based on
mechanisms shared with nonhuman animals”; and they sai/)ibi

the computations underlying FLN may be quite limited. Intfage propose in this
hypothesis that FLN comprises only the core computatioredanisms of recursion
as they appear in narrow syntax and the mappings to theaotsf

The components of FLB that HCF hypothesize are not part of BtdNthe “sensory-motor”
and “conceptual-intentional” systems. The study of theceptual-intentional system includes
investigations of things like the theory of mind; referahtiocal signals; whether imitation is goal
directed; and the field of pragmatics. The study of the sgn®mtor system, by contrast, includes
“vocal tract length and formant dispersion in birds and @ties”; learning of songs by songbirds;
analyses of vocal dialects in whales and spontaneous iamtaf artificially created sounds in
dolphins; “primate vocal production, including the rolero&ndibular oscillations”; and “[c]ross-
modal perception and sign language in humans versus unlrooaanunication in animals”.

It is presented as an empirical hypothesis that a core propérthe FLN is “recursion”
(p. 1571):

All approaches agree that a core property of FLN is recursattmibuted to narrow
syntax ... FLN takes a finite set of elements and yields a piatBninfinite array of
discrete expressions. This capacity of FLN yields disdrdteity (a property that also
characterizes the natural numbers).

HCF leave open exactly what the FLN includes in addition wursion. It is not ruled out
that the FLN incorporates substantive universals as wethadormal property of “recursion”.
But whatever “recursion” is in this context, it is appargntiot domain-specific in the sense of
earlier discussions by generative Essentialists, beagtisseot unique to human natural language
or defined over specifically linguistic inputs and outputdsithe basis for humans’ grasp of the
formal and arguably non-natural language of arithmetiaftmg, and the successor function),
and perhaps also navigation and social relations. It mightnbre appropriate to say that HCF
identify recursion as a cognitive universal, not a lingaishe. And in that case it is difficult to see
how the so-called ‘language faculty’ deserves that namsniore like a faculty for cognition and
communication.

This abandonment of linguistic domain-specificity cortsagry sharply with the picture that
was such a prominent characteristic of the earlier work eguistic nativism, popularized in dif-
ferent ways by Fodor (1983), Barkow et al. (1992), and Pi(k®894). And yet the HCF discussion
of FLN seems to incline to the view that human language céipadiave a unique human (though
not uniquely linguistic) essence.

The FLN/FLB distinction provides earlier generative Edgdism with an answer (at least in
part) to the question of what the singularity of the humamgyleage faculty consists in, and it does
So in a way that subsumes many of the empirical discoverigalgoanthropology, primatology,
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and ethnography that have been part of highly influential nmeEgentist approaches as well as
neo-Darwinian Essentialist approaches. A neo-Darwinissehtialist like Pinker will accept that
the language faculty involves recursion, but also will ahedd (with Emergentists) that human
language capacities originated, via natural selectiarthi® purpose of linguistic communication.

Thus, over the years, the generative Essentialists’ teriogy for their core subject matter has
changed from ‘linguistic competence’ to ‘I-language’ td_\¥, and the concepts expressed by
these terms are all slightly different. In particular, wkiz¢y are counterposed to differs in each
case.

The challenge for the generative Essentialist adopting-ttié/FLB distinction as character-
ized by HCF is to identify empirical data that can support lilgpothesis that the FLN “yields
discrete infinity”. That will mean answering the questiomsadete infinity of what? HCF write
(p. 1571) that FLN “takes a finite set of elements and yieldstamially infinite array of discrete
expressions”, which makes it clear that there must be a se®uprocedure in the mathematical
sense, perhaps putting atomic elements such as words ¢ogetinake internally complex ele-
ments like sentences (“array” should probably be undedsésoa misnomer for ‘set’). But then
they say, somewhat mystifyingly:

Each of these discrete expressions is then passed to thersenstor and conceptual-
intentional systems, which process and elaborate thignrdton in the use of lan-
guage. Each expression is, in this sense, a pairing of sauhthaaning.

But the sensory-motor and conceptual-intentional syssmsoncrete parts of the organism: mus-
cles and nerves and articulatory organs and perceptuahetgand neuronal activity. How can
each one of a “potentially infinite array” be “passed to” saohcrete systems without it taking a
potentially infinite amount of time? HCF may mean that for ang of the expressions that FLN
defines as well-formed (by generating it) there is a possijtof its being used as the basis for a
pairing of sound and meaning. This would be closer to thestdakgenerative Essentialist view
that the grammar generates an infinite set of structurakigiiems; but it is not what HCF say.

At root, HCF is a polemical work intended to identify the vigypromotes as valuable and all
other approaches to linguistics as otiose.

In the varieties of modern linguistics that concern us hixeterm “language” is used
quite differently to refer to an internal component of thendibrain (sometimes called
“internal language” or “I-language”). ... However, thiolmgically and individually
grounded usage still leaves much open to interpretatiodh i@sunderstanding). For
example, a neuroscientist might ask: What components didh&n nervous system
are recruited in the use of language in its broadest senseguBe any aspect of cog-
nition appears to be, at least in principle, accessibleriguage, the broadest answer
to this question is, probably, “most of it.” Even aspects wiogion or cognition not
readily verbalized may be influenced by linguistically kdh®ought processes. Thus,
this conception is too broad to be of much use. (HCF, p. 1570)

It is hard to see this as anything other than a claim that embwes to linguistics focusing on
anything that could fall under the label ‘E-language’ arbéadismissed as useless.

Some Externalists and Emergentists actually reject the tldat the human capacity for lan-
guage yields “a potentially infinite array of expressionf’is often pointed out by empirically
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inclined computational linguists that in practice therdl wnly ever be a finite number of sen-
tences to be dealt with (though the people saying this magnastimate the sheer vastness of the
finite set involved). And naturally, for those who do not beé there are generative grammars in
speakers’ heads at all, it holds a fortiori that speakersatdhave grammars in their heads gen-
erating infinite languages. Externalists and Emergentigstd to hold that the “discrete infinity”
that HCF posits is more plausibly a property of the geneedfigsentialists’ model of linguistic
competence, I-language, or FLN, than a part of the human /tmiaith. This does not mean that
non-Essentialists deny that actual language use is ceeati(of course) that they think there is
a longest sentence of English. But they may reject the lirtkvéen linguistic productivity or
creativity and the mathematical notion of recursion (sd&Ruand Scholz 2010).

HCF’s remarks about how FLN “yields” or “generates” a specfifrray” assume that lan-
guages are clearly and sharply individuated by their geéoesaThey appear to be committed to
the view that there is a fact of the matter about exactly whigherator is in a given speakers head.
Emergentists tend not to individuate languages in this \&ag, may reject generative grammars
entirely as inappropriately or unacceptably ‘formalisthey are content with the notion that the
common-sense concept of a language is vague, and it is ntitlod linguistic theory to explain
what a language is, any more than it is the job of physicisexfain what material is, or of biol-
ogists to explain what life is. Emergentists, in particuéae interested not so much in identifying
generators, or individuating languages, but in explorimg ¢component capacities that facilitate
linguistic communication, and finding out how they interact

Similarly, Externalists are interested in the linguistrmsture of expressions, but have little use
for the idea of a discrete infinity of them, a view that is netgd@annot be empirically supported.
They focus on the outward manifestations of language, nat set of expressions regarded as a
whole language — at least not in any way that would give a laggta definite cardinality. Zellig
Harris, an archetypal Externalist, is explicit that thes@afor not regarding the set of utterances as
finite concerns the elegance of the resulting grammar: “lfweee to insist on a finite language, we
would have to include in our grammar several highly arbytr@nd numerical conditions” (Harris
1957: 208). Infinitude, on his view is an unimportant sidessguence of setting up a sentence-
generating grammar in an uncluttered and maximally elegayt not a discovered property of
languages (see Pullum and Scholz 2010 for further discussio

3.4 Katzian Platonism

Not all Essentialists agree that linguistics studies aspafovhat is in the mind or aspects of what
is human. There are some who do not see language as eithalmehtiman, and certainly do
not regard linguists as working on a problem within cogeitpsychology or neurophysiology.
Montague (1974), for example, is deeply concerned withqupmwerful higher-order quantified
modal logics and possible worlds to formalize aspects afrahtanguage semantics, but eschews
psychologism. His leanings are toward Frege, and his ogyalaclines toward platonism rather
than psychologism.

Katz (1981) is an explicit defense of the Fregean view thaiinahlanguages are timeless,
locationless, and necessarily existent. The primary éisggroperty that Katz finds in natu-
ral languages iffability, the property of providing semantic expression for abstuevery
Fregean proposition. On the platonist view the fact that-satiotemporally located languages
are grasped and used by human beings raises major epistpoablssues (see ‘Platonism in
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metaphysicshttp://plato.stanford.edu/entries/platonism/#5 ). Katz (1998)
attempts to address these.

Katz’s own tripartite classification of linguistic theosiederived from medieval solutions to the
problem of universals (and used as the structure of his bobdadings, Katz 1985), is orthogonal
to our classification. Katz sees three ontological conoeptof the subject matter of linguistics:

(i) nominalism claims that linguistics is about physical, non-mental otge
(i) conceptualismclaims it is about objects that are physical but mental (Wikdatz takes to
mean neurophysiological); and
(ii) platonism claims that linguistics is about abstract objects that atephysical (hence, for
him, not mental either).

Katz took nominalism to have been refuted by Chomsky in higjaes of American structuralists
in the 1960s. But, in Katz’s opinion, Chomsky had failed tticethat conceptualism was infected
with many of the same faults as nominalism, because it taadiltexl language spatiotemporally (in
contingently existing, finite, human brains). Through aguanent by elimination, Katz concluded
that only platonism remained, and must be the correct vieadtpt.

Katz's argument by elimination should probably be takenrexteer example of an effort not to
separate and clarify concepts used in different kinds gjuistic theorizing, but rather to dismiss
and exclude certain types of research from the theory ofuagg (see Pullum and Scholz 1997
for detailed discussion). But regardless of that, his tggglof linguists should certainly not be
thought to relate directly to the distinctions between eenbf interest in linguistic theorizing
around which this article is structured. No particular rpétgsical view unifies any of the three
groupings. For example, not all Externalists incline tadvaominalism; numerous Emergentists
as well as most Essentialists take linguistics to be aboutahphenomena; and our Essentialists
include Katz's platonists alongside the Chomskyan ‘I-laeqge’ advocates.

3.5 Components of linguistic theories

Linguists’ conception of the components of the study of leage contrast with philosophers’
conceptions (even those of philosophers of language) @aat three ways. First, linguists are often
intensely interested in small details of linguistic formteir own right. Second, linguists take an
interest in whole topic areas like the internal structur@lofases, the physics of pronunciation,
morphological features such as conjugation classes,deitormation about particular words,
and so on — topics in which there is typically little philosogal payoff. And third, linguists are
concerned with relations between the different subsystdri@guages: the exact way the syntax
meshes with the semantics, the relationship between pbgical and syntactic facts, and so on.

With regard to form, philosophers broadly follow Morris @&, a foundational work in semi-
otics, and to some extent Peirce (see SEP entry: Peircepsesiin thinking of the theory of
language as having three main components:

— syntax which treats of the form of signs;
— semanticswhich deals with the relations of signs to their denotagj@nd

— pragmatics which concerns the contextualized use of interpretedssign

25



Linguists, by contrast, following both Sapir (1921) and @tafield (1933), treat the syntactic com-
ponent in a more detailed way than Morris or Peirce, andrdjsish between at least three kinds
of linguistic form: the form of speech sounds (phonologk form of words (morphology), and
the form of sentences. (If syntax is about the form of expoessin general, then each of these
would be an element of Morris’s syntax.)

Emergentists in general deny that there is a distinctiowbeh semantics and pragmatics —
a position that is familiar enough in philosophy: Quine (19811), for instance, holds that “the
separation between semantics and pragmatics is a persiar.” And generally speaking, those
theorists who, like the later Wittgenstein, focus on megris use will deny that one can separate
semantics from pragmatics. Emergentists such as Paul iH&ppandra Thompson agree:

...what is called semantics and what is called pragmatiesaarintegrated whole.
(Hopper and Thompson 1993: 372)

Some Essentialists — notably Chomsky — also deny that secsatdn be separated from
pragmatics, but unlike the Emergentists (who think thatesgms-pragmatics is a starting point for
linguistic theory), Chomsky denies that semantics andrpedgs can have any role in linguistics:

[T]he study of meaning and reference and of the use of laregahguld be excluded
from the field of linguistics. . . [G]iven a linguistic theqye concepts of grammar are
constructed (so it seems) on the basis of primitive notibasdre not semantic (where
the grammar contains the phonology and syntax), but thaingaistic theory itself
must be chosen so as to provide the best possible explamdse@mantic phenomena,
as well as others. (Chomsky 1977: 139)

It seems that other cognitive systems — in particular, oatesy of beliefs concerning
things in the world and their behavior — play an essentiat paour judgments of
meaning and reference, in an extremely intricate mannet,itais not at all clear
that much will remain if we try to separate the purely lingigi€omponents of what
in informal usage or even in technical discussion we cab theaning of linguistic
expression.’ (Chomsky 1977; p.142)

[l]t is possible that natural language has only syntax ardypatics, that is, only in-
ternalist computations and the performance systems thasathem (Chomsky 1995:
26)

...it seems that semantic theories are merely “part of anfante level” or “a form of
syntax”. (Chomsky 1992: 223)

Not every Essentialist agrees with Chomsky on this point.nelieve that every theory
should incorporate a linguistic component that yields nregs) in much the same way that many
philosophers of language believe there to be such a sepawaiponent. Often, although not
always, this component amounts to a truth-theoretic adasitthe values of syntactically-charac-
terized sentences. This typically involves a translatibthe natural language sentence into some
representation that is “intermediate” between naturajjl@age and a truth-theory — perhaps an
augmented version of first-order logic, or perhaps a highéer intensional language. The Es-
sentialists who study semantics in such ways usually agreG@homsky in seeing little role for
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pragmatics within linguistic theory. But their separatadrsemantics from pragmatics allows them
to accord semantics a legitimacy within linguistics itsatid not just in psychology or sociology.

Such Essentialists, as well as the Emergentists, diffenportant ways from classical philo-
sophical logic in their attitudes towards “the syntaceeaantic interface”, however. Philosophers
of language and logic who are not also heavily influenced tiyuistics tend to move directly —
perhaps by means of a “semantic intuition” or perhaps fronmauitive understanding of the truth
conditions involved — from a natural language sentencesttdéep, logical” representation. For
example, they may move directly from 1 to 2:

Q) Every linguist admires Piain
(2) Vz(Linguist(x) D Admires(z,p))

And from there perhaps to a model-theoretic descriptionfruth-conditions. A linguist, on
the other hand, would aim to describe how (1) and (2) areaélaFrom the point of view of a
semantically-inclined Essentialist, the question is: lstvuld the syntactic component of linguis-
tic theory be written so that the semantic value (or, “logioam representation”) can be assigned?
From some Emergentist points of view, the question is: hawmba semantic properties and com-
municative function of an expression explain its syntagtmperties?

Matters are perhaps less clear with the Externalists — at Veigh those who identify semantic
value with distribution in terms of neighboring words (teas a tradition stemming from the
structuralists of equating synonymy with the possibilifysobstitution in all contexts without
affecting acceptability).

Matters are in general quite a bit more subtle and tricky {iamight suggest. Philosophers
have taken the natural language sentence (3) to have twealdgrms, (4) and (5):

3) Every linguist admires a philosopher.
4) Vz(Linguist(x) D Jy(Philosopherf) A Admires(, y)))
(5) Jz(Philosopherf) A Vy(Linguist(y) D Admires(y, z)))

But for the linguist interested in the syntax-semanticsrifisice, there needs to be some explanation
of how (4) and (5) are associated with (3). It could be a way lcl rules can derive (4) and (5)
from the syntactic representation of (3), as some semdigticalined Essentialists would propose,
or a way to explain the syntactic properties of (3) from fatisut the meanings represented by (4)
and (5), as some Emergentists might want. But that they dhHmeiconnected up in some way is
something that linguists would typically count as non-riegue.

4 Linguistic methodology and data

The strengths and limitations of different data gatherireghnds began to play an important role
in linguistics in the early to mid-20th century. VoegelindaHarris (1951: 323) discuss several
methods that had been used to distinguish Amerindian lageguand dialects:

() Informal elicitation : asking an informant for a metalinguistic judgment on anregpion.

(i) Corpus collection gathering a body of naturally occurring utterances.
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(i) Controlled experimentation: testing informants in some way that directly gauges their
linguistic capacities.

They note that the anthropological linguists Boas and Saio we take to be proto-Emergentists)
used the ‘ask the informant’ method of informal elicitati@ddressing questions “to the infor-
mant’s perception rather than to the data directly” (19524)3Bloomfield (the proto-Externalist),
on the other hand, worked on Amerindian languages mostlphgating corpora, with occasional
use of monolingual elicitation.

The preferred method of Essentialists today is informaliteliion, including elicitation from
oneself. Although the techniques for gathering data abpedlsers and their language use have
changed dramatically over the past 60 or more years, thea@esteategies have not: data is still
gathered by elicitation of metalinguistic judgments, ecllion of corpus material, or direct psy-
chological testing of speakers’ reactions and behaviorgferignt linguists will have different
preferences among these techniques, but it is importamderstand that data could be gathered
in any of the three ways by advocates of any tendency. Esdistdj Emergentists, and Externalists
differ as much on how data is interpreted and used as on tiesws\of how it should be gathered.

A wide range of methodological issues about data colledtiewe been raised in linguistics.
Since gathering data by direct objective experimentairtgsif informants is a familiar practice
throughout the social, psychological, medical, and bimlalgsciences, we will say little about it
here, focusing instead on these five issues about data:

(i) disputes over the use of linguistic intuitions as lingfig data;
(i) differences between grammaticality and acceptabjliigments;
(i) differences between scales for measuring acceptglpildgments
(iv) debates about the reliability of informal judgmentéttion methods; and

(v) issues concerning the relevance and reliability of aergvidence.

4.1 Acrimony over linguistic intuitions

The debate in linguistics over the use of linguistic intis (elicited metalinguistic judgments)
as data, and how that data should be collected has resuleaiuring, rancorous, often ideolog-
ically tinged disputes over the past 45 years. The disputeseanarkable, if only for their fairly
consistent venomous tone.

At their most extreme, many Emergentists and some Extsteatast the debate in terms of
whether linguistic intuitions should ever count as evidefar linguistic theorizing. And many
Essentialists cast it in terms of whether anything but lisgeiintuitions are ever really needed to
support linguistic theorizing.

The debate focuses on the Essentialists’ notion of a meraaimar, since linguistic intuitions
are generally understood to be a consequence of tacit kdgelef language. Emergentists who
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deny that speakers have innate domain-specific grammarpgtence, I-languages, or FLN) have
raised a diverse range of objections to the use of reportstaoitions as linguistic data. (But
see Devitt 2006 for an understanding of linguistic intuisdhat does not base them on inferred
tacit knowledge of competence grammars.) The followingpgss are representative Emergentist
critiques of intuitions (elicited judgments):

Generative linguists typically respond to calls for evidefor the reality of their the-
oretical constructs by claiming that no evidence is needted and above the theory’s
ability to account for patterns of grammaticality judgneeelicited from native speak-
ers. This response is unsatisfactory on two accounts., Bush judgments are inher-
ently unreliable because of their unavoidable meta-cognitvertones. .. Second, the
outcome of a judgment (or the analysis of an elicited uttegais invariably brought
to bear on some distinction between variants of the curremégative theory, never on
its foundational assumptions. (Edelman and Christian8€3:260)

The data that are actually used toward this end in Gener@igenmar analyses are
almost always disembodied sentences that analysts have apadd hoc, ... rather
than utterances produced by real people in real discounsatisins. .. In diametric
opposition to these methodological assumptions and choiognitive-functional lin-
guists take as their object of study all aspects of naturajuage understanding and
use...They (especially the more functionally orientedysig) take as an important
part of their data not disembodied sentences derived frarogpection, but rather
utterances or other longer sequences from naturally dogudiscourse. (Tomasello
1998: xiii)

[T]he journals are full of papers containing highly questible data, as readers can
verify simply by perusing the examples in nearly any syntdicle about a familiar
language. (Wasow and Arnold 2005: 1484)

It is a common Emergentist objection that linguistic intuits (taken to be reports of elicited
judgments of the acceptability of expressions not theingnaticality) are bad data points because
not only are they not usage data, i.e., they are metalinguisit also because they are judgments
about linguist’s invented example sentences. On neithentcaould they be clear and direct
evidence of language use and human communicative cagaeitiee subject matter of linguistics
on the Emergentist view. A further objection is to their ugedteorists to the exclusion of all other
kinds of evidence. For example,

[Formal linguistics] continues to insist that its method f@mthering data is not only
appropriate, but is superior to others. Occasionally aatidian will acknowledge

that no one type of data is privileged, but the actual belmasigeople in the field

belies this concession. Take a look at any recent articleoomdl syntax and see
whether anything other than the theorist’s judgments dostthe data on which the
arguments are based. (Ferreira 2005: 372)

“Formal” is Emergentist shorthand for referring to geneeatinguistics. And it should be
noted that the practice by Essentialists of collapsing konals of acceptability judgments under the
single label ‘intuitions’ often masks the important ditfeces between the judgments of linguists
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with a stake in the evidence, of linguists with no stake inifseie at hand, of naive informants
who are native speakers, and of tutored informants.

Many Emergentists object to all four kinds of reports of intuns on the grounds that they are
not direct evidence language use. For example, a commontmirjeés based on the view that

[T]he primary object of study is the language people acpyaibduce and understand.
Language in use is the best evidence we have for determinengdture and specific
organization of linguistic systems. Thus, an ideal usagget analysis is one that
emerges from observation of such bodies of usage datagcalipora.. .. Because the
linguistic system is so closely tied to usage, it followst ti@ories of language should
be grounded in an observation of data from actual uses oukgs (Barlow and
Kemmer 2002, Introduction)

But collections of linguists’ reports of their own judgmsrdre also criticized by Emergentists
as “arm-chair data collection,” or “data collection by wgpection”. All parties tend to call this
kind of data collection “informal” — though they all rely ortleer formally or informally elicited
judgments to some degree.

On the other side, Essentialists tend to deny that usagesiadi@quate evidence by itself:

More than five decades of research in generative linguikige shown that the stan-
dard generative methodology of hypothesis formation angdiecal verification via
judgment elicitation can lead to a veritable goldmine ofltirstic discovery and ex-
planation. In many cases it has yielded good, replicabldtenes that could not as
easily have been obtained by using other data-gatheringadetsuch as corpus-based
research...[C]onsider the fact that parasitic gap coostms ... are exceedingly rare
in corpora... [T]hese distributional phenomena would Hasfen entirely impossible
to distill via any non-introspective, non-elicitation lealsdata gathering method. Cor-
pus data simply cannot yield such a detailed picture of waiatit and, more crucially,
what s not licit for a particular construction in a partiaulinguistic environment. (den
Dikken et al. 2007: 336)

And Essentialists often seem to deny that they are guiltyhaftuhe Emergentist claims they are
guilty of. For example, Chomsky (1965: 11) appears to berilag that acceptability judgments
are performance data, i.e. evidence of use:

Acceptability is a concept that belongs to the study of pemnce, whereas grammat-
icalness belongs to the study of competence. .. Like ado#iptagrammaticalness is,
no doubt, a matter of degree. . . but the scales of grammagisaland acceptability do
not coincide. Grammaticalness is only one of many factaasititeract to determine
acceptability.

Chomsky means to deny that acceptability judgments aretdxedence ofinguistic competence
But it does not follow that elicited acceptability judgmeiaire direct evidence of language use.

And as for the charge of “arm-chair” collection methods, soEssentialists claim to have
shown that such methods are as good as more controlled eyqedl methods. For example,
Sprouse and Almeida (2010: 13) say:
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We formally tested all 469 data points from a popular gemeragyntax textbook
(Adger 2003) on 440 naive participants. Using three difféistatistical analysis ap-
proaches (traditional statistical tests, linear mixef@dett models, and Bayes factor
analysis), and adopting the assumption of critics that &masults are more ‘true’
than informal judgments, we estimated a maximum replicat&ilure rate of 2% for
the 469 data points in Adger (2003)...A replication rate 8#®suggests that the
empirical foundation of generative syntactic theory israhuat least for the topics
covered in Adger (2003).

(When they say “formal results” they apparently mean “ressobtained by controlled experi-
ments”.) This can be read as either defending Essentiatistsulting of their own intuitions
simpliciter, or their self-consultation of intuitions omeontroversial textbook cases only. The
former is much more controversial than the later.

Finally, both parties of the debate engage in ad hominerglatan their opponents. Here is
one example of a classic ad hominem (tu quoque) attack ondemists in defense of constructed
examples by Essentialists:

[The charge made concerning “armchair data collectionf}ligs that there is some-
thing intrinsic to generative grammar that invites parisaf that framework to con-
struct syntactic theories on the evidence of a single p&amigments. Nothing could
be farther from the truth. The great bulk of publications aguitive and functional
linguistics follow the same practice. Of coursketorically many of the latter decry
the use of linguists’ own intuitions as data. For example, imn important collections
[sic] of papers in cognitive-functional linguistics, . nlg two contributors to the vol-
ume ...present segments of natural discourse, neithegféiven a page of text. All
of the other contributors employ examples constructed bylitiguists themselves.
It is quite difficult to findanywork in cognitive linguistics (and functional linguists
are only slightly better) that uses multiple informantsséems almost disingenuous
... to fault generativists for what (for better or worse)targlard practice in the field,
regardless of theoretical allegiance. (Newmeyer 2007) 395

Clearly, the mere fact that some Emergentists may in pebtiwe made use of invented examples
in testing their theories does not tell against any cogenege objections they may have offered
to such practice. What is needed is a decision on the metbgidal point, not just a cry of “You
did it too!”.

Given the intolerance of each other’s views, and the crbsptasent in these debates, it is
tempting to think that Emergentism and Essentialism arelduorentally incompatible on what
counts as linguistic data, since their differences aredasetheir different views of the subject
matter of linguistics, and what the phenomena and goalsgtiistic theorizing are. There is no
doubt that the opposing sides think that their respectigarsiare incompatible. But this conclu-
sion may well be too hasty. In what follows, we try to point tevay that the dispute could be
ameliorated, if not adjudicated.

4.2 Grammaticality and acceptability judgments

Essentialists who accept the competence/performancdedieh of Chomsky (1965) traditionally
emphasize elicited acceptability judgment data (althabel need not reject data that is gathered
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using other methods). But as Cowart (1997: 7) notes:

In this view, which exploits the distinction between conmgrete and performance,
the act of expressing a judgment of acceptability is a kintingfuistic performance.

The grammar that a [generative Essentialist] linguisteotly posits in the head of a
speaker does not exercise exhaustive control of judgment#/hile forming a sen-

tence judgment, a speaker draws on a variety of cognitivauress... The resulting
[acceptability] judgments could pattern quite differgrttian the grammaticality val-
ues we might like them to reflect.

The grammaticality of an expression, on the standard géwer@ssentialist view, is the status
conferred on it by the competence state of an ideal speakécddnpetence can never be exercised
or used without potentially interfering performance fasttike memory being exercised as well.
This means that judgments about grammaticality are newedly rdirectly available to the linguist
through informant judgments: they have to be inferred fromigments of acceptability (along
with any other relevant evidence). Nevertheless, Esdet$ialo take acceptability judgments to
provide fairly good evidence concerning the characterrgfuistic competence. In fact the use of
informally gathered acceptability judgment data is a halkof post-1965 Essentialist practice.

It would be a mistake, however, to suppose that only Esdestsianake use of such judgments.
Many contemporary Externalists and Emergentists who tréfeccompetence/performance dis-
tinction still use informally gathered acceptability judgnts in linguistic theorizing, though per-
haps not in theory testing. Emergentists tend to interpietementally gathered judgment data as
performance data reflecting the interactions between éelf@atures of communication systems
and general learning mechanisms as deployed in commuoricaiind Externalists use judgment
data for corpus cleaning (see below).

It should be noted that sociolinguists and anthropolodiogiuists (and we regard them as
tending toward Emergentist views) often informally eliziformant judgments not only about
acceptability but also about social and regional style athtion, and meaning. They may ask
informants questions like, “Who would typically say that®t “What does X mean in context
XYZ?”, or “If you can say WXY, can you say WXZ?" (see Labov 199F).

4.3 Assessing degrees of acceptability

A generative grammar gives a finite specification of a set pfessions. A psychogrammar, to the
extent that it corresponds to a generative grammar, migtitdaeght to equip a speaker to know (at
least in principle) absolutely whether a string is in theglamge. However, elicited metalinguistic
judgments are uncontroversially a matter of degree. A quesirises concerning the scale on
which these degrees of acceptability should be measured.

Linguists have implicitly worked with a scale of roughly hal dozen levels and types of
acceptability, annotating them with prefixed symbols. Thestiamiliar is the asterisk, originally
used simply to mark strings of words as ungrammatical, agnot belonging to the language at
all. Other prefixed marks have gradually become current:

PREFIX | APPROXIMATE MEANING
# | semantically anomalous: unacceptable in virtue of a bezareaning
% | subject to a ‘dialect’ split: judged grammatical only by soapeakers
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But other annotations have been used to indicate a gradatitve extent to which some sen-
tences are unacceptable. No scientifically validated oli@ip agreed meanings have been asso-
ciated with these marks, but a tradition has slowly grown fugssigning prefixes such as those in
Table 2 to signify degrees of unacceptability:

PREFIX | APPROXIMATE MEANING
(no prefix) | acceptable and thus presumably grammatical
? | of dubious acceptability, though probably grammatical
?? | clearly unacceptable but possibly grammatical
?* | unacceptable enough to suggest probable ungrammatigality
* | unacceptable enough to suggest clear ungrammaticality
** | grossly unacceptable, suggesting extreme ungrammaégicali

Table 2: Prefixes used to mark levels of acceptability

Such markings are often used in a way that suggestschnal scale i.e. a partial ordering that
is silent on anything other than equivalence in acceptglaliranking in degree of unacceptability.

By contrast, Bard et al. (1996: 39) point out, it is possill@iseinterval scales which addi-
tionally measure distance between ordinal positions.rvatescales of acceptability would mea-
surerelative distancedetween strings — how much more or less acceptable one isatiather.
Magnitude estimationis a method developed in psychophysics to measure subjedtghents of
physical stimuli on an interval scale. Bard et al. (1996 )ded these methods to linguistic accept-
ability judgments, arguing that interval scales of measwnat are required for testing theoretical
claims that rely on subtle judgments of comparative act®ltia An ordinal scale of acceptability
can represent one expression as being less acceptablentitarrabut cannot support quantitative
guestions about how much less. Many generative Essentiadigrists had been suggesting that
violation of different universal principles led to differedegrees of unacceptability. According
to Bard et al. (34-35), because there may be “disproportegwden the fineness of judgments
people can make and the symbol set available for recordem’tlit will not suffice to use some
fixed scale such as this one:

o< 7?7 < o< ¥

indicating absolute degrees of unacceptability. Degréeslative unacceptability must be mea-
sured. This is done by asking the informant how much lessabke one string is than another.

Magnitude estimation can be used with both informal and exgntal methods of data col-
lection. And data that is measured using interval scalebeaubjected to much more mathemat-
ically sophisticated tests and analyses than data measoiledg by an ordinal scale, provided that
guantitative data are available.

The assumption of reliability of subtle judgments on annvaéscale of acceptability has re-
cently been challenged: see Sprouse (2010) for a direatkatta Bard et al., based on recent
formalizations of magnitude estimation in the psychoptg$terature (Narens 1996, Luce 2002).
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4.4 Informal and experimental elicitation

Part of the dispute over the reliability of informal methamfsacceptability judgment elicitation
and collection is between different groups of EssentmliExperimentally trained psycholinguists
advocate using and adapting various experimental mettadsave been developed in the cog-
nitive and behavioral sciences to collect acceptabilifjgments. And while the debate is often
cast in terms of which method is absolutely better, a moregp@ate question might be when
one method is to be preferred to the others. Those inclingdrtbless experimentally controlled
methods point out that there are many clear and uncontriavacseptability judgments that do not
need to be shown to be reliable. Advocates of experimentdiads point out that many purport-
edly clear, uncontroversial judgments have turned out tarbveliable, and led to false empirical
generalizations about languages. Both seem to be righfferelt cases.

Chomsky (1969) stated the view that the experimental dateegag techniques developed in
the behavioral sciences are neither used nor needed indtrgjineorizing:

The gathering of data is informal; there has been little dsxperimental approaches
(outside of phonetics) or of complex techniques of dataectibn and data analysis of
a sort that can easily be devised, and that are widely usdeibehavioral sciences.
The arguments in favor of this informal procedure seem to niegompelling; ba-
sically, they turn on the realization that for the theor&tiproblems that seem most
critical today, it is not at all difficult to obtain a mass olucral data without use of
such techniques. Consequently, linguistic work, at whalielve to be its best, lacks
many of the features of the behavioral sciences. (1969: 56)

He also expressed the opinion that using experimental l@iahdata collection methods in lin-
guistics “would be a waste of time and energy” (81).

Although many Emergentists — the intellectual heirs of Bapiwould accept ‘ask-the-informant’
data, we might expect them to tend to accept experimentatgithering methods that have been
developed in the social sciences. There is little doubtgtradt followers of the methodology pre-
ferred by Bloomfield in his later career would disapproveasik the informant’ methods. Charles
Hockett (1968: 89-90, fn. 31) remarked:

Bloomfield, in his field work, would never elicit paradigmey fear he would induce
his informant to say something under the artificial condisi@f talking with an out-
sider that he would never have said in his own everyday sodiogs.

We might expect Bloomfield, having abandoned his earlier &tlan psychological leanings, to
be suspicious of any method that could be cast as introspecAnd we might expect many
contemporary Externalists to prefer more experimentadiytolled methods too. (We shall see
below that to some extent they do.)

Derwing (1973) was one early critic of Chomsky'’s view (19@8t experimentally controlled
data collection is useless; but it was nearly 25 years befggeematic research into possible con-
founding variables in acceptability judgment data stabtieithg conducted on any significant scale.
In the same year that Bard et al. (1996) appeared, Carsartzgcf{i996) published a monograph
with the following goal statement:

| aim to demonstrate. ..that grammaticality judgments atmerosorts of linguistic
intuition, while indispensible forms of data for linguistiheory, require new ways of
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being collected and used. A great deal is known about thebiigy and unreliability
of judgments, but rather than propose that they be abandbmedieavor to explain
how the source of their shiftiness and how it can be minimiz&€96: 1)

In a similar vein, Wayne Cowart (1997: 2) stated that he wéide'describe a family of practical
methods that yield demonstrably reliable data on patteirsemtence acceptability.” He observes
that the stability and reliability of acceptability judgntecollection is

complicated by the fact that there seems to be no consenshisvoto gather judg-
ments apart from a widespread tolerance for informal methodvhich the linguist
consults her own intuitions and those of the first handy mfamt (what we might call
the “Hey, Sally” method).

Schitze also expresses the importance of using expeahmarthods developed in cognitive sci-
ence:

[M]y claim is thatnoneof the variables that confound metalinguistic data are ipcu
to judgments about language. Rather they can be shown tatep@r some other
domain in a similar way. (This is quite similar to Valian’9@2) claim that the data of
more traditional psychological experiments have all traes@roblems that judgment
data have.) (Schitze 1996: 14)

The above can be read as sympathetic to the Essentialist@net for elicited judgments.
Among the findings of Schiitze and Cowart about informal jodgt collection methods are
these:

e There is really no agreement in linguistics on what countarasformal method (though
see Sprouse and Almeida 2010 for a flat contradiction of fhisg.

e The collection of acceptability judgment data is just asveshble to the influence of extra-
neous variables as are other kinds of psychological data.

e Judgment samples can be biased in informal judgment callect
e Experimenter bias is often not controlled for in informadlgment collection.

e Judgment materials are often not carefully prepared tceptessrelevant, well-ordered, con-
trasting set of minimal pairs.

e The instability of one-off speaker judgments can be colgdolor by gathering judgments
from a given speaker across time.

Although Schitze (1996) and Cowart (1997) are both ctiaEaaditional Essentialist informal
elicitation methods, their primary concern is to show how/¢kaims of Essentialist linguistics can
be made less vulnerable to legitimate complaints aboutnmébdata collection methods. Broadly
speaking, they are friends of Essentialism. Critics of BBaksm have raised similar concerns
in less friendly terms, but it is important to note that théake over the reliability of informal
methods is a debate within Essentialist linguistics as.well
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4.5 What informal methods actually are

Informal methods of acceptability judgment data have offteen described as excessively casual.
Ferreira (2005: 372) described the informal method this:way

An example sentence that is predicted to be ungrammaticangasted with some
other sentence that is supposed to be similar in all relevags; these two sentences
constitute a “minimal pair”. The author of the article prdes the judgment that the
sentence hypothesized to be bad is in fact ungrammaticahdesated by the star
annotating the example. But there are serious problemsthighmethodology. The
example that is tested could have idiosyncratic propedies to its unique lexical
content. Occasionally a second or third minimal pair is pfed, but no attempt is
made to consider the range of relevant extraneous varitifdemust be accounted for
and held constant to make sure there isn’t some correlatgzbfy that is responsible
for the contrast in judgments. Even worse, the “subject” whavides the data is not
a naive informant, but is in fact the theorist himself ordedf; and that person has a
stake in whether the sentence is judged grammatical or onmgedical. That is, the
person’s theory would be falsified if the prediction were mgpand this is a potential
source of bias.

(It would be appropriate to read ‘grammatical’ and ‘gramicsdity’ in Ferreira’s text as meaning
‘acceptable’ and ‘acceptability’.)

This critical characterization exemplifies the kind of noethhat Schiitze and Cowart aimed to
improve on. More recently, Gibson and Fedorenko (2010)ridssthe traditional informal method
this way:

As has often been noted in recent years (Cowart, 1997; Ede8n@Ghristiansen, 2003;
Featherston, 2007; Ferreira, 2005; Gibson & Fedorenko)&0Warantz, 2005; My-
ers, 2009; Schutze, 1996; Wasow & Arnold, 2005), the resoitttained using this
method are not necessarily generalisable because of (gyptak number of experi-
mental participants (typically one); (b) the small numbleexperimental stimuli (typ-
ically one); (c) cognitive biases on the part of the researeimd participants; and (d)
the effect of the preceding context (e.g., other conswustthe researcher may have
been recently considering).

While some Essentialists have acknowledged these probigimghe reliability of informal meth-
ods, others have, in effect, denied their relevance. Fampla Colin Phillips (2009) argues that
“there is little evidence for the frequent claim that sloglaa-collection practices have harmed the
development of linguistic theories”. He admits that notisépistemologically well in syntactic
theory, but adds, “I just don’t think that the problems wil bolved by a few rating surveys.” He
concludes:

| do not think that we should be fooled into thinking that inf@l judgment gathering
is the root of the problem or that more formalized judgmertiection will solve the
problems.

To suggest that informal methods are as fully reliable asrobbled experimental ones would be a
serious charge, implying that researchers like Bard, RaninSorace, Cowart, Schitze, Gibson,
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Fedorenko, and others have been wasting their time. Buligzh#lctually seems to be making a
different claim. He suggests first that informally gathedada has not actually harmed linguis-
tics, and second that linguists are in danger of being “fbbgy critics who invent stories about
unreliable data having harmed linguistics.

The harm that Phillips claims has not occurred relates tahiaege that “mainstream linguis-
tics” (he means the current generative Essentialist fraonkewalled ‘Minimalism’) is “irrelevant”
to broader interests in the cognitive sciences, and hastlwstnitiative in language study”. Of
course, Phillips is right in a sense: one cannot insure tagrénental judgment collection meth-
ods will address every way in which Minimalist theorizingiiglevant to particular endeavors
(language description, language teaching, natural laggyypaocessing, or broader questions in
cognitive psychological research). But this claim doesh®atr on what Schiitze (1996) and Cow-
art (1997) show about the unreliability of informal methods

Phillips does not fully accept the view of Chomsky (1969} tegperimental methods are use-
less for data gathering (he says, “I do not mean to argue timprehensive data gathering studies
of acceptability are worthless”). But his defense of infafrmethods of data collection rests on
whether these methods have damaged Essentialist thetngtes

The critiques | have read present no evidence of the suppzedge that informal
intuitions have caused, and among those who do providefgpexamples it is rare to
provide clear evidence of the supposed damage that infontugtions have caused. ..

What | am specifically questioning is whether informal (arctasionally careless)
gathering of acceptability judgments has actually heldkh@ogress in linguistics,
and whether more careful gathering of acceptability judgimeiill provide the key to
future progress.

Either Phillips is fronting the surprising opinion that geative theorizing has never been led down
the wrong track by demonstrably unreliable data, or he imgimg the subject. And unless clear
criteria are established for what counts as “damage” anttithg back,” Phillips is not offering
any testable hypothesis about data collection methodolégy example, Phillips discounts the
observation of Schitze (1996) that conflicting judgmemtetative unacceptability of violations
of two linguistic universals held back the development o&ament and Binding (GB), on the
grounds that two sets of conflicting judgments and theiryem®s “are now largely forgotten, sup-
planted by theories that have little to say about such exesiipBut the fact that the proposed
universals are discarded principles of UG is irrelevanti effect that unreliable data once had
on the (now largely abandoned) GB theory. A methodologicatern cannot be dismissed on the
basis of a move to a new theory that abandons the old theonydbiis methods!

More recently, Bresnan (2007) claims that many theoretitzins have arguably been sup-
ported by unreliable informally gathered syntactic acabjty judgments. She observes:

Erroneous generalizations based on linguistic intuitadmsut isolated, constructed ex-
amples occur throughout all parts of the grammar. They afegiously underestimate
the space of grammatical possibility (Taylor 1994, 1996d9B@an & Nikitina 2003,
Fellbaum 2005, Ladrup 2006, among others), reflect rel&taguency instead of cat-
egorical grammaticality (Labov 1996, Lapata 1999, Manr20§3), overlook com-
plex constraint interactions (Green 1971, Gries 2003) andgssing effects (Arnon
et al. 2005a, b), and fail to address the problems of invasiigbias (Labov 1975,
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Naro 1980, Chambers 2003: 34) and social intervention (Ld®®6, Milroy 2001,
Cornips & Poletto 2005). (Bresnan 2007: 301)

Her discussion supports the view that various highly absttzeoretical hypotheses have been
defended through the use of generalizations based on alvietiata.

The debate over the harm that the acceptance of informalllgated data has had on theory
testing is somewhat difficult to understand for Essentidiisternalist, and Emergentist researchers
who have been trained in the methods of the cognitive andviimiaé sciences. Why try to sup-
port one’s theories of universal grammar, or of the gramnoe&nzarticular languages, by using
guestionably reliable data?

One clue might be found in Culicover and Jackendoff (2010 write:

[T]heoreticians’ subjective judgments are essential nrmidating linguistic theories.

It would cripple linguistic investigation if it were reqed that all judgments of am-
biguity and grammaticality be subject to statisticallyatigus experiments on naive
subjects. ..

The worry is that use of experimental methods is so resownsuwmptive that it would impede
the formulation of linguistic theories. But this changes #ubject from the importance of using
reliable data as evidence in thedsstingto using only experimentally gathered data in theory
formulation We are not aware of anyone who has ever suggested that dageedaf hypothesis
development or theory formulation the linguist should eschntuition. Certainly Bard et al.,
Schutze, Cowart, Gibson, Fedorenko, and Ferreira sayctotbing. The relevant issue concerns
what data should be usedtsttheories, which is a very different matter.

We noted earlier that there are clear and uncontroversc@paability judgments, and that
these judgments are reliable data. The difficulty lies inigglishing the clear, uncontroversial,
and reliable data from what only appears to be clear, uncoeatsial, and reliable to a research
community at a time. William Labov, the founder of modern witative sociolinguistics, who
takes an Emergentist approach, proposed a set of workingoahetbgical principles in Labov
(1975) for adjudicating when experimental methods shogldrployed.

The Consensus Principle if there is no reason to think otherwise, assume that the
judgments of any native speaker are characteristic of aklsgrs.

The Experimenter Principle: If there is any disagreement on introspective judg-
ments, the judgments of those who are familiar with the tbecal issues may not be
counted as evidence.

The Clear Case Principle disputed judgments should be shown to include at least
one consistent pattern in the speech community or be abadddhdiffering judg-
ments are said to represent different dialects, enouglstigaion of each dialect
should be carried out to show that each judgment is a clearindkat dialect. (Labov,
guoted from Schitze 1996: 200)

If we accept that ‘introspective judgments’ are accepigbildgments, then Labov’s rules of
thumb are guides for when to deploy experimental methotisoadih they no doubt need refine-
ment. However, it seems vastly more likely that careful dgweent of such methodological rules
of thumb can serve to improve the reliability of linguistiatd and adjudicate these methodological
disputes that seem largely independent of any particularoagh to linguistics.
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4.6 Corpus data

In linguistics, the goal of collecting corpus data is to itigrand organize a representative sample
of a written and/or spoken variety from which charactecsof the entire variety or genre can
be induced. Concordances of word usage in linguistic cormtaxe long been used to aid in the
translation and interpretation of literary and sacredstéat particular authors e.g., Plato, Aristotle,
Aquinas, and of particular texts, e.g., the Torah; the résth® Old Testament; the Gospels; the
Epistles). Formal textual criticism, the identificationarftecedently existing oral traditions that
were later redacted into Biblical texts, and author idesdtion (e.g., figuring out which of the
Epistles were written by Paul and which were probably notapeto develop in the late 19th
century.

The development of computational methods for collectim@lyzing, and searching corpora
have seen rapid development as computer memory has becemexpensive and search and
analysis programs have become faster. The first computerhsdde corpus of American English,
the Brown Corpus, developed in the 1960s, contained just owe million word tokens. The
British National Corpus (BNC; selttp://www.natcorp.ox.ac.uk/docs/URG/ )is a
balanced corpus containing over 100 million words — a hudidid size increase — of which
90% is written prose published from 1991 to 1994 and 10% ikepd-nglish. Between 2005
and 2007, billion-word corpora were released for Britislgksh (ukWacC), German (deWaC), and
Italian (itWaC) — a thousand times bigger than the Brown aergAnd the entire World Wide Web
probably holds about a thousand times as much as that — astnition words. Thus corpus
linguistics has gone from megabytes of data to terabyteatafid about 50 years.

Just as a central issue concerning acceptability judgmesiat cbncerns its reliability as evi-
dence for empirical generalizations about languages olddis, a central question concerning the
collection of corpus data concerns whether or not it is regméative of the language variety it pur-
ports to represent. Some linguists make the criterion afessgntativeness definitional: they call
a collection of samples of language use a corpus only if ithesesn carefully balanced between
different genres (conversation, informal writing, jouliam, literature, etc.), regional varieties, or
whatever.

But corpora are of many different kinds. Some are just vergdaompilations of text from
individual sources such as newspapers of record or the Wiidid Web — compilations large
enough for the diversity in the source to act as a surrogatefivesentativeness. For example, a
billion words of a newspaper, despite coming from a singles®, will include not only journal-
ists’ news reports and prepared editorials but also qugteedh, political rhetoric, humor columns,
light features, theater and film reviews, readers’ lettieipn items, and so on, and will thus be
considerably more representative of a wide variety of stili@n one might have thought.

Corpora are cleaned up through automatic or manual remdwaiah elements as numerical
tables, typographical slips, spelling mistakes, markgg,taord-level repetitiongtie thg, larger-
scale duplications, boilerplate texdpinions expressed in this email do not necessarily reflegt.
and so on (see Baroni et al. 2009 for a fuller discussion gfu®cleaning).

The entire web itself can be used as a corpus to some degsg®tedies constantly changing
content, its multilinguality, its many tables and images] #&s total lack of quality control); but
when it is, the outputs of searches are nearly always clebpatisregarding unwanted results.
For example, Google searches are blind to both punctuatidrcapitalization, so search results
for to bewill include cases where (for instance) the sentence “Dowant to?” is followed by a
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sentence like “Be sure that you don't.”

Corpora can be annotated in ways that permit certain kindsalysis and grammar testing.
One basic kind of annotation is part-of-speech tagging,hiclveach word is labeled with its syn-
tactic category. Another is lemmatization, which classitiee different morphologically inflected
forms of a word as belonging togethgogs gone going, andwentbelong withgo, for example).

A more thoroughgoing kind of annotation involves adding kog@rthat encodes trees representing
their structure; an example likEhat road leads to the freewagight be marked up as a Clause
within which the first two words make up a Noun Phrase (NP),léis¢ four constitute a Verb
Phrase (VP), and so on, giving a structural analysis reptedehus:

Clause

/\
NP VP
PN T
D N V PP
| | | N

that road leads P NP

|
to D N

the freeway

Such a diagram is isomorphic to (and the one shown was conhduretly from) a labeled brack-
eting like this:

(.Clause. (.NP. (.D. ‘that’) (.N. ‘road’) ) (.VP. (.V. ‘lea)
(.PP. (.P.‘t0’) (.NP. (.D. ‘the’) (.N. freeway’ )))))

and this in turn could be represented in a markup language<iL :

<clause> <nounphrase> <determiner> that </determiner>

<noun> road </noun> </nounphrase> <verbphrase> <verb> lea ds
</verb> <prepphrase> <prep> to </prep> <nounphrase>

<determiner> the </determiner> <noun> freeway </noun>

</nounphrase> </prepphrase> </verbphrase> </clause>

A corpus annotated with tree structure is known a®abank (http://en.wikipedia.
org/wiki/Treebank ). Clearly, such a corpus is not a raw record of attestedarttes at
all; it is a combination of a collection of attested utteramt¢ogether with a systematic attempt
at analysing their structure. Whether the analysis is addadually or semi-automatically, it is
ultimately based on native speaker judgments (treebarksfeen developed by graduate student
annotators tutored by computational linguists; natuyathynsistency between annotators is an issue
that needs regular attention).

One of the purposes of a treebank is to permit the furthersinyation of a language and the
checking of further linguistic hypotheses by searchingrgdalatabase of previously established
analyses. It can also be used to test grammars, naturaldgagarocessing systems, or machine
learning programs.

Going beyond syntactic parse trees, it is possible to ammotapora further, with information
of a semantic and pragmatic nature. There is ongoing corpu&h linguistic research aimed
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at discovering whether, for example, semantic annotatiahis semi-automatically added might
suffice for recognition of whether a product review is pesitor negative (what computational
linguists call ‘sentiment analysis’).

Notice, then, that using corpus data does not mean abargloniescaping from the use of
intuitions about acceptability or grammatical structuhes results of a corpus search are generally
filtered through the judgments of an investigator who dexigdhich pieces of corpus data are to
be taken at face value and which are just bad hits or irretewvaise.

Difficult methodological issues arise in connection witte ttollection, annotation, and use
of corpus data. For example, there is the issue of extrenaely eéxpression tokens. Are they
accurately recorded tokens of expression types that tuonlypn consequence of sporadic errors
and should be dismissed as irrelevant unless the topic@fesit is performance errors? Are they
due to errors in the compilation of the corpus itself, cquesling to neither accepted usage nor
sporadic speech errors? Or are they perfectly grammatitgfdr some extraneous reason) very
rare, at least in that particular corpus?

Many questions arise about what kind of corpus is best stitd¢be research questions un-
der consideration, as well as the kind of annotation is mpgtapriate. For example, as Ferreira
(2005: 375) points out, some large corpora, insofar as thegiot been cleaned of speech errors,
provide relevant data for studying the distribution of spgedisfluencies. In addition, probabilistic
information about the relation between a particular vert ismarguments has been used to show
that “verb-argument preferences [are] an essential patteoprocess of sentence interpretation”
(Roland and Jurafsky 2002: 325): acceptability judgmentsdividual expressions do not pro-
vide information about the distribution of a verb and itsuargnts in various kinds of speech and
writing. Studying conveyed meaning in context and iderdtfmn of speech acts will require a
kind of data that decontextualized acceptability judgraeiat not provide but semantically anno-
tated corpora might.

Many Essentialists have been skeptical of the reliabilftyracleaned, unanalyzed corpus data
as evidence to support linguistic theorizing, becauseassumed to be replete with strings that
any native speaker would judge unacceptable. And many Eemgsgs and Externalists, as well as
some Essentialists, have charged that informally gathecedptability judgments can be highly
unreliable too. Both worries are apposite; but the formezsdoot hold for adequately cleaned
and analyzed corpora, and the latter does not hold for judgdeta that has been gathered using
appropriately controlled methods. In certain contestexsaf acceptability, it will of course be
important to use both corpus and controlled elicitationhuds to cross-compare.

Notice that we have not in any way suggested that our threadbapproaches to linguistics
should differ in the kinds of data they use for theory testiagsentialists are not limited to informal
elicitation; nor are Emergentists and Externalists deammss to it. In matters of methodology, at
least, there is in principle an open market — even if manydisty seem to think otherwise.

5 Whorfianism

Emergentists tend to follow Edward Sapir in taking an indene interlinguistic and intralinguistic
variation. Linguistic anthropologists have explicitlk&n up the task of defending a famous claim
associated with Sapir that connects linguistic variatiomifferences in thinking and cognition
more generally. The claim is very often referred to as th@iS&/horf Hypothesis’ (though this
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is a largely infelicitous label, as we shall see).

This topic is closely related to various forms of relativiss epistemological, ontological,
conceptual, and moral — and its general outlines are disduaghe SEP article on linguistic rela-
tivism (http://plato.stanford.edu/entries/relativism/index. htm\#3.1 ).
Cultural versions of moral relativism suggest that, givewmuch cultures differ, what is moral
for you might depend on the culture you were brought up in. meehat analogous view would
suggest that, given how much language structures diffeat vehthinkable for you might depend
on the language you use. (This is actually a kind of concéptletivism, but it is generally called
linguistic relativism, and we will continue that practite.

Even a brief skim of the vast literature on the topic is notogsty plausible in this article; and
the primary literature is in any case more often polemicahtanlightening. It certainly holds no
general answer to what science has discovered about therin#a of language on thought. Here
we offer just a limited discussion of the alleged hypothesid the rhetoric used in discussing it,
the vapid and not so vapid forms it takes, and the prospecttaally devising testable scientific
hypotheses about the influence of language on thought.

Whorf himself did not offer a hypothesis. He presented haa/iprinciple of linguistic relativ-
ity” (Whorf 1956: 214) as a fact discovered by linguistic bsss:

When linguists became able to examine critically and sifieally a large number
of languages of widely different patterns, their base oémefice was expanded; they
experienced an interruption of phenomena hitherto heldensal, and a whole new
order of significances came into their ken. It was found thattackground linguistic
system (in other words, the grammar) of each language is ®eoélyna reproduc-
ing instrument for voicing ideas but rather is itself the @aof ideas, the program
and guide for the individual’s mental activity, for his aysis of impressions, for his
synthesis of his mental stock in trade. Formulation of idsa®t an independent pro-
cess, strictly rational in the old sense, but is part of aipaldgr grammar, and differs,
from slightly to greatly, between different grammars. Wesdict nature along lines
laid down by our native languages. The categories and tyyasve isolate from the
world of phenomena we do not find there because they stang @bvserver in the face;
on the contrary, the world is presented in a kaleidoscopicdlumpressions which
has to be organized by our minds—and this means largely bynidpgistic systems in
our minds. We cut nature up, organize it into concepts, aodlessignificances as
we do, largely because we are parties to an agreement toizggam this way—an
agreement that holds throughout our speech community aratlifed in the patterns
of our language. The agreement is, of course, an implicitlarsdated oneBUT ITS
TERMS ARE ABSOLUTELY OBLIGATORY, we cannot talk at all except by subscribing
to the organization and classification of data which the eigent decrees. (Whorf
1956: 212-214; emphasis in original)

Later, Whorf's speculations about the “sensuously and aiperally different” character of
different snow types for “an Eskimo” (Whorf 1956: 216) deyedd into a familiar journalistic
meme about the Inuit having dozens or scores or hundredsrafsvior snow; but few who repeat
that urban legend recall Whorf’s emphasis on its being grammather than lexicon, that cuts up
and organizes nature for us.

In an article written in 1937, but posthumously publishedmracademic journal (Whorf 1956:
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87-101), Whorf clarifies what is most important about the&# of language on thought and
world-view. He distinguishes ‘phenotypes’, which are ée\grammatical categories typically in-
dicated by morphemic markers, and what he called ‘crypedypwvhich are covert grammatical
categories, marked only implicitly by distributional gatts in a language that are not immediately
apparent. In English, the past tense would be an example béagbype (it is marked by thed
suffix in all regular verbs). Gender in personal names andeomnouns would be an example of
a cryptotype, not marked by anything. In a cryptotype, “slaembership of the word is not ap-
parent until there is a question of using it or referring to ibne of these special types of sentence,
and then we find that this word belongs to a class requiringessont of distinctive treatment,
which may even be the negative treatment of excluding thp tf sentence” (p. 89).

Whorf’s point is the familiar one that linguistic structuiee comprised, in part, of distribu-
tional patterns in language use that are not explicitly redrVhat follows from this, according
to Whorf, is not that the existing lexemes in a language (likevords for snow) comprise covert
linguistic structure, but that patterns shared by wordsdagonstitute linguistic structure. In ‘Lan-
guage, mind, and reality’ (1942; published posthumouslifirosophista magazine published in
India for the followers of the 19th-century spiritualistlidea Blavatsky) he wrote:

Because of the systematic, configurative nature of highadpthe “patternment” as-
pect of language always overrides and controls the “leratio. or name-giving

aspect. Hence the meanings of specific words are less inmptnen we fondly fancy.
Sentences, not words, are the essence of speech, just a®erg@aad functions, and
not bare numbers, are the real meat of mathematics. We aresadiken in our com-
mon belief that any word has an “exact meaning.” We have dearitie higher mind
deals in symbols that have no fixed reference to anythingaiteuike blank checks, to
be filled in as required, that stand for “any value” of a givaniable, like . . .thex, v,

z of algebra. (Whorf 1956: 258).

Whorf apparently thought that only personal and proper rsamage an exact meaning or reference
(Whorf 1956: 259).
For Whorf, it was an unquestionable fact that language inftas thought to some degree:

Actually, thinking is most mysterious, and by far the greaieght upon it that we
have is thrown by the study of language. This study showsth®forms of a per-
son’s thoughts are controlled by inexorable laws of patémhich he is unconscious.
These patterns are the unperceived intricate systemahsadf his own language—
shown readily enough by a candid comparison and contralto#lier languages, es-
pecially those of a different linguistic family. His thintg itself is in a language—in
English, in Sanskrit, in Chinese. [footnote omitted] Ancegvlanguage is a vast
pattern-system, different from others, in which are calllyrordained the forms and
categories by which the personality not only communicaiesanalyzes nature, no-
tices or neglects types of relationship and phenomena,netaiis reasoning, and
builds the house of his consciousness. (Whorf 1956: 252)

Whorf seems to think it necessarily true that language effgmought, given (i) the fact that lan-
guage must be used in order to think and (ii) the facts abaguage structure that linguistic
analysis discovers. He also seems to presume that the ontgse and logic that thought has is
grammatical structure. These views are not the ones tret\&fihorf’'s death came to be known as

43



‘the Sapir-Whorf Hypothesis’ (a sobriquet due to Hoijer 4R5Nor are they what was called the
‘Whorf thesis’ by Brown and Lenneberg (1954) which was caned with the relation of oblig-
atory lexical distinctions and thought. Brown and Lenngli@©54) investigated this question by
looking at the relation of color terminology in a languagel dhe classificatory abilities of the
speakers of that language. This question is at the heart af ismow called ‘the Sapir-Whorf
Hypothesis’ or ‘the Whorf Hypothesis’ or ‘Whorfianism’.

5.1 Banal Whorfianism

No one is going to be impressed with a claim that some aspgourianguage may affect how you
think in some way or other; that is neither a philosophicakth nor a psychological hypothesis.
So itis appropriate to set aside entirely the kind of soechlypotheses that Steven Pinker presents
in The Stuff of Though007: 126—-128) as “five banal versions of the Whorfian hypsiti:

e “Language affects thought because we get much of our kngel¢drough reading and
conversation.”

e “A sentence can frame an event, affecting the way peopletagni.”

e “The stock of words in a language reflects the kinds of thitgispeakers deal with in their
lives and hence think about.”

¢ “[I]f one uses the wordanguagein a loose way to refer to meanings, ... then language
thought.”

e “When people think about an entity, among the many attribtitey can think about is its
name.”

These are just commonsense truisms, unrelated to any sessue about linguistic relativism.

We should also set aside some methodological versions giiistic relativism discussed in
anthropology. It may be excellent advice to a budding ambiagist to be aware of linguistic
diversity, and to be on the lookout for ways in which your laage may affect your judgment of
other cultures; but such advice does not constitute a hggath

5.2 The so-called Sapir-Whorf hypothesis

The term “Sapir-Whorf Hypothesis” was coined by Harry Hoijehis contribution (Hoijer 1954)
to a conference on the work of Benjamin Lee Whorf in 1953. Biyae looking in Hoijer's paper
for a clear statement of the hypothesis will look in vain. iBusly, despite his stated intent “to
review and clarify the Sapir-Whorf hypothesis” (1954: 93jijer did not even attempt to state it.
The closest he came was this:

The central idea of the Sapir-Whorf hypothesis is that laggufunctions, not simply
as a device for reporting experience, but also, and morefisigmtly, as a way of
defining experience for its speakers.
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The claim that “language functions ... as a way of definingegigmce” appears to be offered as
a kind of vague metaphysical insight rather than either gestant of linguistic relativism or a
testable hypothesis.

And if Hoijer seriously meant that what qualitative expades a speak&anhave are consti-
tuted by that speaker’s language, then surely the claimiss.fal' here is no reason to doubt that
non-linguistic sentient creatures like cats can expedadfmr example) pain or heat or hunger, so
having a language is not a necessary condition for havingreaqces. And it is surely not suffi-
cient either: a robot with a sophisticated natural langyageessing capacity could be designed
without the capacity for conscious experience.

In short, it is a mystery what Hoijer meant by his “centralatle

Vague remarks of the same loosely metaphysical sort havinced to be a feature of the
literature down to the present. The statements made in seoent papers, even in respected
refereed journals, contain non-sequiturs echoing someeafdmarks of Sapir, Whorf, and Hoijer.
And they come from both sides of the debate.

5.3 Anti-Whorfian rhetoric

Lila Gleitman is an Essentialist on the other side of the eotorary debate: she is against lin-
guistic relativism, and against the broadly Whorfian worlst#phen Levinson’s group at the Max
Planck Institute for Psycholinguistics. In the context oficizing a particular research design, Li
and Gleitman (2002) quote Whorf’s claim that “language s féctor that limits free plasticity
and rigidifies channels of development”. But in the claineditWhorf seems to be talking about
the psychological topic that holds universally of humanaeptual development, not claiming that
linguistic relativism is true.

Li and Gleitman then claim (p. 266) that such (Whorfian) viéasse diminished considerably
in academic favor” in part because of “the universalist posiof Chomskian linguistics, with
its potential for explaining the striking similarity of lgnage learning in children all over the
world.” But there is no clear conflict or even a conceptualr=mtion between Whorf’s views about
language placing limits on developmental plasticity, ambi@sky’s thesis of an innate universal
architecture for syntax. In short, there is no reason whyn@ky's I-languages could not be
innately constrained, but (once acquired) cognitively dedelopmentally constraining.

For example, the supposedly deep linguistic universal etursion’ (Hauser et al. 2002) is
surely quite independent of whether the inventory of celoame lexemes in your language influ-
ences the speed with which you can discriminate betweem cbips. And conversely, universal
tendencies in color naming across languages (Kay and R@(&) donotshow that color-naming
differences among languages are without effect on categjgrerception (Thierry et al. 2009).

5.4 Strong and weak Whorfianism

One of the first linguists to defend a general form of univiessaagainst linguistic relativism,
thus presupposing that they conflict, was Julia Penn (19512¢. was also an early popularizer of
the distinction between ‘strong’ and ‘weak’ formulatiorfstioe Sapir-Whorf Hypothesis (and an
opponent of the ‘strong’ version).

‘Weak’ versions of Whorfianism state that languagiuencesor defeasibly shapes thought.
‘Strong’ versions state that languadetermineghought, or fixes it in some way. The weak ver-
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sions are commonly dismissed as banal (because of coursentiust besomeinfluence), and the
stronger versions as implausible.

The weak versions are considered banal because they aréatptasiely formulated as testable
hypotheses that could conflict with relevant evidence alamguage and thought.

Why would the strong versions be thought implausible? Fangliage to make us think in
a particular way, it might seem that it must at least templgrprevent us from thinking in other
ways, and thus make some thoughts not only inexpressiblerbiinkable. If this were true, then
strong Whorfianism would conflict with the Katzian effalyldlaim. There would be thoughts that
a person couldn’t think because of the language(s) theykspea

Some are fascinated by the idea that there are inaccedsbiglts; and the notion that learning
a new language gives access to entirely new thoughts aneptsseems to be a staple of popular
writing about the virtues of learning languages. But mangrgcsts and philosophers intuitively
rebel against violations of effability: thinking about aapts that no one has yet named is part of
their job description.

The resolution lies in seeing that the language caifdct certain aspects of our cognitive
functioningwithout making certain thoughts unthinkable for.us

For example, Greek has separate terms for what we call ligbtdand dark blue, and no word
meaning what ‘blue’ means in English: Greek forces a chorcéhes distinction. Experiments
have shown (Thierry et al. 2009) that native speakers of iGresct faster when categorizing light
blue and dark blue color chips — apparently a genuine effe@rguage on thought. But that
does not make English speakers blind to the distinctiormely that Greek speakers cannot grasp
the idea of a hue falling somewhere between green and viotbei spectrum.

There is no general or global ineffability problem. Thergl®ugh, a peculiar aspect of strong
Whorfian claims, giving them a local analog of ineffabilitthe content of such a claimannot
be expressed in any language it is true dhis does not make the claims self-undermining (as
with the standard objections to relativism); it doesn’treveean that they are untestable. They
are somewhat anomalous, but nothing follows concerningpleakers of the language in question
(except that they cannot state the hypothesis using the asabulary and grammar that they
ordinarily use).

If there were a true hypothesis about the limits that basgligimvocabulary and constructions
puts on what English speakers can think, the hypothesisdvouh out to be inexpressible in
English, using basic vocabulary and the usual repertoireoastructions. That might mean it
would be hard for us to discuss it in an article in English salee used terminological innovations
or syntactic workarounds. But that doesn’t imply anythibgat English speakers’ ability to grasp
concepts, or to develop new ways of expressing them by apimeav words or elaborated syntax.

5.5 Constructing and evaluating Whorfian hypotheses

A number of considerations are relevant to formulatingjngsand evaluating Whorfian hypothe-
ses.

Genuine hypotheses about the effects of language on thauijhtways have a duality: there
will be a linguistic part and a non-linguistic one. The limgfic part will involve a claim that some
feature is present in one language but absent in another.

Whorf himself conjectured that it was only obligatory fetsi of languages that established
“mental patterns” or “habitual thought” (Whorf 1956: 138)d we will also restrict our attention
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to obligatory features here.

Examples of relevant obligatory features would includadakxdistinctions like the light vs.
dark blue forced choice in Greek, or the forced choice betvige(fitting tightly)” vs. “in (fitting
loosely)” in Korean. They also include grammatical distiogs like the forced choice in Spanish
2nd-person pronouns between informal/intimate and foidistant (informatd vs. formalustedin
the singular; informalosotrosvs. formalustedesn the plural), or the forced choice in Tamil 1st-
person plural pronouns between inclusive (“we = me and yaupamhaps others”) and exclusive
(“we = me and others not including you”).

The non-linguistic part of a Whorfian hypothesis will costréghe psychological effects that
habitually using the two languages has on their speakersexample, one might conjecture that
the habitual use of Spanish induces its speakers to beigensithe formal and informal character
of the speaker’s relationship with their interlocutor vehilabitually using English does not.

So testing Whorfian hypotheses requires testing two inddgrgrhypotheses with the appro-
priate kinds of data. In consequence, evaluating them regjthe expertise of both linguistics and
psychology, and is a multidisciplinary enterprise. Chgatthe linguistic hypothesis may hold up
where the psychological hypothesis does not, or conversely

In addition, if linguists discovered that some linguistafure was optional in both languages,
then even if psychological experiments showed differebetween the two populations of speak-
ers, this would not show linguistic determination or influen The cognitive differences might
depend on (say) cultural differences.

A further important consideration concerns the strengtthefinducement relationship that a
Whorfian hypothesis posits between a speaker’s languagthaindon-linguistic capacities. The
claim that your language shapes or influences your cogngiquite different from the claim that
your language makes certain kinds of cognition impossiateobligatory) for you. The strength
of any Whorfian hypothesis will vary depending on the kindedétionship being claimed, and the
ease of revisability of that relation.

A testable Whorfian hypothesis will have a schematic formething like this:

Linguistic part : FeatureF' is obligatory inL; but optional inL,.

Psychological part Speaking a language with obligatory featdtéears relatior to the
cognitive effectC.

The relationR might in principle be causation or determination, but itrigoprtant to see that it
might merely be correlation, or slight favoring; and the +imiguistic cognitive effectC’ might be
readily suppressible or revisable.

Dan Slobin (1996) presents a view that competes with Whohjgootheses as standardly un-
derstood. He hypothesizes thvaten the speakers are using their cognitive abilities indbevice
of a linguistic ability (speaking, writing, translating, etc.), the language theyplanning to use
to express their thought will have an evanescent, onlirecetin how they express their thought.
The claim is that as long as language users are thinking er dodrame their speech or writing or
translation in some language, the mandatory features tfahguage will influence the way they
think.

On Slobin’s view, these effects quickly attenuate as sodheactivity of thinking for speaking
ends. For example, if a speaker is thinking for writing in &ph, then Slobin’s hypothesis would
predict that given the obligatory formal/informal 2nd-pen pronoun distinction they would pay
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greater attention to the formal/informal character of tiseicial relationships with their audience
than if they were writing in English. But this effect is evagent. As soon as they stop thinking
for speaking, the effect of Spanish on their thought ends.

Slobin’s non-Whorfian linguistic relativist hypothesisses the importance of psychological
research on bilinguals or people who currently use two orentamguages with a native or near-
native facility. This is because one clear way to test Sldiig hypotheses relative to Whorfian
hypotheses would be to find out whether language correlaiadinguistic cognitive differences
between speakers hold for bilinguals only when are thinkargspeaking in one language, but
not when they are thinking for speaking in some other langudfgthe relevant cognitive differ-
ences appeared and disappeared depending on which largpesgesrs were planning to express
themselves in, it would go some way to vindicate Slobin-lig@otheses over more traditional
Whorfian Hypotheses. Of course, one could alternately aecbppadening of Whorfian hypothe-
ses to include evanescent Slobin-like effects. Either atigntion must be paid to the persistence
and revisability of the linguistic effects.

Kousta et al. (2008) shows that “for bilinguals there isaspreaker relativity in semantic repre-
sentations and, therefore, [grammatical] gender doesanva & conceptual, non-linguistic effect”
(843). Grammatical gender is obligatory in the languagesghith it occurs and has been claimed
by Whorfians to have persistent and enduring non-linguedtects on representations of objects
(Boroditsky et al. 2003). However, Kousta et al. supporésdlaim that bilinguals’ semantic rep-
resentations vary depending on which language they arg,usimd thus have evanescent affects.
This suggests that although some semantic representafiaigects may vary from language to
language, their non-linguistic cognitive effects are sitory.

Some advocates of Whorfianism have held that if Whorfian thgs#s were true, then meaning
would be globally and radically indeterminate. Thus, thettrof Whorfian hypotheses is equated
with global linguistic relativism — a well known self-undeiming form of relativism. But as we
have seen, not all Whorfian hypotheses are global hypothéiseg are about what is induced
by particular linguistic features. And the associated hoguistic perceptual and cognitive dif-
ferences can be quite small, perhaps insignificant. For plgnthierry et al. (2009) provides
evidence that an obligatory lexical distinction betweghiiand dark blue affects Greek speakers’
color perception in the left hemisphere only. And the questf the degree to which this effects
sensuous experience is not addressed.

The fact that Whorfian hypotheses need not be global linigugdativist hypotheses means that
they are compatible with the claim that there are languag@etsals. Martin Joos’s oft-repeated
characterization of structuralist linguistics as claigithat “languages can differ without limit as
to either extent or direction” (Joos 1966, 228), if undewstto entail global linguistic relativism, is
mere hyperbole, and conflicts with the fundamental welll@stiaed results of linguistic typology.

John Lucy, a conscientious and conservative researchehoffi&n hypotheses, has remarked:

We still know little about the connections between paracuanguage patterns and
mental life — let alone how they operate or how significanytaee ... a mere handful

of empirical studies address the linguistic relativityposal directly and nearly all are
conceptually flawed. (Lucy 1996, 37)

Although further empirical studies on Whorfian hypothessagehbeen completed since Lucy pub-
lished his 1996 review article, it is hard to find any that heaisfied the criteria of:

— adequately utilizing both the relevant linguistic and g@dsyiogical research,
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— focusing on obligatory rather than optional linguistiafigres,
— stating hypotheses in a clear testable way, and
— ruling out relevant competing Slobin-like hypotheses.

There is much important work yet to be done on testing thegafh§Vvhorfian hypotheses and other
forms of linguistic conceptual relativism, and on undamngiag the significance of any Whorfian
hypotheses that turn out to be well supported.

6 Language acquisition

The three approaches to linguistic theorizing have at astething to say about how languages
are acquired, or could in principle be acquired. Languageiadion has had a much higher profile
since generative Essentialist work of the 1970s and 198@siga central place on the agenda for
linguistic theory.

Research into language acquisition falls squarely withim psychology of language, and
the main relevant article in SEP is the one on Language andténess Http://plato.
stanford.edu/entries/innateness-language/ ). In this section we do not aim to
deal in detail with any of the large literature on psychobadjior computational experiments bear-
ing on language acquisition, or with any of the empiricablgtof language acquisition by devel-
opmental linguists, or the ‘stimulus poverty’ argumentl{@u and Scholz 2002). Our goals are
merely to define the issue bhguistic nativism, set it in context, and draw morals for our three
approaches from some of the mathematical work on inducinguage learning.

6.1 Linguistic nativism

The reader with prior acquaintance with the literature ogliistics will notice that we have not
made reference to any partitioning of linguists into two paroalled ‘empiricists’ and ‘rationalists’
(see e.g. Matthews 1984, Cowie 1999). We draw a differetingdtson relating to the psycholog-
ical and biological prerequisites for first language adtjois. It divides nearly all Emergentists
and Externalists from most Essentialists. It has often megriused with the classical empiri-
cist/rationalist issue.

General nativistsmaintain that the prerequisites for language acquisitrenust general cog-
nitive abilities and resourcesLinguistic nativists, by contrast, claim that human infants have
access to at least some specifically linguistic informatiat is not learned from linguistic expe-
rience. Table 3 briefly sketches the differences betweetwib@iews.

There does not really seem to be anyone who is a complete atonistt nobody really thinks
that a creature with no unlearned capacities at all couldiee@ language. That was the point
of the much-quoted remark by Quine (1972: 95-96) about hbe Behaviorist is knowingly and
cheerfully up to his neck in innate mechanisms of learnmdmess”. Geoffrey Sampson (2001,
2005) is about as extreme an opponent of linguistic natiasmone can find, but even he would
not take the failure of language acquisition in his cat to heelated to the cognitive and physical
capabilities of cats.

49



GENERAL NATIVISTS LINGUISTIC NATIVISTS

Languages are acquired mainly through the Language cannot be acquired by defeasible
exercise of defeasible inductive methods, based amductive methods; its structural principles must|to
experience of linguistic communication a very large degree be unlearned

The unlearned capacities that underpin languageln addition to various broadly language-relevant
acquisition constitute a uniquely human complex cognitive and perceptual capacities, language
of non-linguistic dispositions and mechanisms thacquisition draws on an unlearned system of
also subserve other cognitive functions ‘universal grammar’ that constrains language form

Various non-human animal species may well hav@here is a special component of the human mind
most or all of the capacities that humans use fol which has the development of language as its key
language acquisition — though no non-human | function, and no non-human species has anything
species seems to have the whole package, so | of the sort, so there is a difference in kind between
interspecies differences are a matter of degree | the abilities of humans and other animals

Table 3: General and linguistic nativism contrasted

The issue on which empirical research can and should be doviesther some of the unlearned
prerequisites that humans enjoy have specifically lingutsintent. For a philosophically-oriented
discussion of the matter, see chapters 4—6 of Stainton 2606 extensive further debate, see Pul-
lum and Scholz (2002) together with the six critiques putdsin the same issue ©he Linguistic
Reviewand the responses to those critiques by Scholz and Pullu@2)20

6.2 Language learnability

Linguists have given considerable attention to considmratof in-principlelearnability — not so
much the course of language acquisition as tracked emipyriche work of developmental psy-
cholinguists) but the question of how languages of the husoaircould possibly be learned by any
kind of learner. The topic was placed squarely on the agegdahomsky (1965), and a hugely
influential mathematical linguistics paper by Gold (196@hudnated much of the subsequent dis-
cussion.

6.2.1 The Gold paradigm

Gold began by considering a reformulation of the standaitbgbphical problem of induction.
The trouble with the question ‘Which hypothesis is corrageg the totality of the data?’ is of
course the one that Hume saw: if the domain is unbounded, ite imount of data can answer
the question. Any finite body of evidence will be consisterthvarbitrarily many hypotheses that
are not consistent with each other. But Gold proposed reygdhe question with a very different
one:Which tentative hypothesis is the one to pgiken the data provided so far, assuming a finite
number of wrong guesses can be forgiven?

Gold assumed that the hypotheses, in the case of languagapavere generative grammars
(or alternatively parsers; he proves results concernirth, daut for brevity we follow most of
the literature and neglect the very similar results on pajselhe learner’s task is conceived of
as responding to an unending input data stream (ultimatatyptete, in that every expression
eventually turns up) by enunciating a sequence of guesggarammars.

50



Although Gold talks in developmental psycholinguistiotierabout language learners learn-
ing grammars by trial and error, his extremely abstract fsractually make no reference to the
linguistic content of languages or grammars at all. The selldinite grammars formulable in
any given metalanguage is computably enumerable, so gresroaa be systematically numbered.
Inputs — grammatical expressions from the target languagsan-also be numerically encoded.
We end up being concerned simply with the existence or ngstexce of certain functions from
natural number sequences to natural numbers.

A successful learner is one who uses a procedure that isrgearhto eventually hit on a correct
grammar. For single languages, this is trivial: if the talgeguage id. and it is generated by a
grammarG, then the procedure “Always gue&S does the job, and every language is learnable.
What makes the problem interesting is applying itlasseof grammars. A successful learner for
a clasg is one who uses a procedure that is guaranteed to succeedteo wizat grammar from
C'is the target and no matter what the data stream is like (@gsdseiit is complete and contains no
ungrammatical examples).

Gold’s work has interesting similarities with earlier ghgbphical work on inductive learning
by Hilary Putnam (1963), which perhaps Gold was not award>atnam gave an informal proof
of a sort of incompleteness theorem for inductive reguyldaarning devices: no matter what
algorithm is used in a machine for inducing regularitiesrfrexperience, and thus becoming able to
predict events, there will always be some possible enviental regularities that will defeat it. As
a simple example, imagine an environment consisting of dmaken sequence of presentations
of some symbok. If there is a positive integet such that aftem presentations the machine
predicts that presentation number- 1 will also be ana, then the machine will be defeated by
an environment consisting of presentations of followed by ab (the future need not always
resemble the past!). But if on the other hand there is no suten an environment consisting of
an unending sequencedaa . . .” will defeat it.

Gold’s theorems are founded on certain specific idealizeguaptions about the language
learning situation, some of which are intuitively very gemes to the learner. The main ones are
these:

e Pre-set grammar classA class of grammars from among which to select is fixed abaniti
and the learner’s strategy can be one that only works forclaas.

e Pre-set vocabulary. A finite universal vocabulary of elementsis fixed ab initio, and the
learner can rely on not encountering any other elementsigtihthe learner does not know
which subset oi/ is used in the target language).

e Unending input. The input (the evidence presented to the learner) goes endor— though
it may contain arbitrary repetitions, and a successfuhleawill always reach a point where
no future evidence will cause a change of guess.

e Exhaustive evidence.Ultimately every expression in the language will appeahia évi-
dence presented to the learner.

¢ No noise.Every input example is a grammatical expression of the tdagpguage.
e No ordering restrictions. Any expression may appear at any point in the input datarstrea

e No memory limit. The learner can remember every expression ever presented.
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¢ No time limit. Learning must be achieved after some finite time, but no fixad is set
in advance.

e Generative grammar target. What is ultimately learned is a generative grammatr.

e No statistics. Frequency of particular expressions in the input plays teirothe learning
process.

The most celebrated of the theorems Gold proved (using seasmning remarkably similar
to that of Putnam 1963) showed that a language learner caukirbilarly hostage to malign
environments. Imagine a learner being exposed to an eratleadtimately exhaustive sequence of
presented expressions from some target language — Gofdstah a sequence a ‘text’. Suppose
the learner does not know in advance whether the languagéinge, or is one of the infinitely
many finite languages over the vocabul&iyGold reasons thus:

e There must be some such that an environment consisting of a sequence pifesented
expressions all taken from a certain finite languagé€possibly with many repetitions) will
cause the learner to guess the target language. iglf there is not, then we already know
how to baffle the learner: the learner will be unable to leflayifrom any text.)

e But if there is such am, then the learner will be baffled by any infinite target langgia
that is a superset of them all: a text consisting:gresentations of expressions frain
followed byn presentations of a slightly larger finite languagg and so on forever (there
is no largest finite language, and ex hypothesi the learnekeép trying them all).

Leaping too soon to the conclusion that the target languagdinite will be disastrous, because
there will be no way to retrench: no presented examples frémta languagéd., will ever conflict
with the hypothesis that the target is some infinite superfsét,.

The relevance of all this to the philosophy of linguisticshat the theorem just sketched has
been interpreted by many linguists, psycholinguists, amitbpophers as showing that humans
could not learn languages by inductive inference based ampbes of language use, becaafle
of the well-known families of languages defined by differgmies of generative grammar have
the crucial property of allowing grammars for every finitagaage and for at least some infinite
supersets of them. But Gold’s paper has often been ovapneted. A few examples of the
resultant mistakes follow.

It's not about underdetermination. Gold’s negative results are sometimes wrongly taken to
be an unsurprising reflection of the underdeterminatiorhebties by finite bodies of evidence
(Hauser et al. 2002 seem to make this erroneous equation1svg; so do Fodor and Crowther
2002, implicitly — see Scholz and Pullum 2002, 204—-206). tBatfailure of text-identifiability for
certain classes of languages is different from underdeétation in a very important way, because
there are infinite classes of infinite languages #ratidentifiable from text. The first chapter of
Jain etal. (1999) discusses an illustrative example (aHgid is the class containing, for all > 0,

the set of all strings with length greater than There are infinitely many others. For example,
Shinohara 1990 showed that for any positive integéne class of all languages generated by a
context-sensitive grammar with not more tharules is learnable from text.
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It's not about stimulus poverty. It has also sometimes been assumed that Gold is giving some
kind of argument from poverty of the stimulus (there are sigithis in Cowie 1999, 194ff; Hauser

et al. 2002, 1577; and Prinz 2002, 210). This is very cleariyistake (as both Laurence and
Margolis 2001 and Matthews 2007 note): in Gold’s text-l&agnscenario there is no stimulus
poverty at all. Every expression in the language eventaailys up in the learner’s input.

It's not all bad news. It is sometimes forgotten that Gold established a numbempthustic
results as well as the pessimistic one about learning fratn @&ven what he called an ‘informant’
environment rather than a text environment, we see stiikidgferent results. An informant
environment is an infinite sequence of presentations samtedwo lists, positive instances (ex-
pressions belonging to the target language) and negastanoces (not in the language). Almost
all major language-theoretic classes are identifiable énlithit from an informant environment
(up to and including the class of all languages with a primitiecursive characteristic function,
which comes close to covering any language that could cealolsi be of linguistic interest), and
all computably enumerable languages become learnablgts &ge allowed to be sequenced in
particular ways (see the results in Gold 1967 on ‘anomalexiy)t

Gold did not give a necessary condition for a class beingtifigle in the limit from text, but
Angluin (1980) later provided one (in a result almost but qaite obtained by Wexler and Ham-
burger 1973). Angluin showed that a cl&sss text-identifiable iff every languagk belonging to
C has a finite subsét such that no proper subset bibelonging toC' hasT as a subset.

Johnson (2004) provides a useful review of several otheconiseptions about Gold’s work;
e.g., the notion that it might be the absence of semantics the input that makes identification
from text impossible (this is not the case).

6.2.2 Gold’s paradox

Some generative Essentialists see a kind of paradox in &Soédults — a reductio on one or
more of the assumptions he makes about in-principle ledityaldo put it very crudely, learning
generative grammars from presented grammatical exangsesssto have been proved impossible,
yet children do learn their first languages, which for getiegd=ssentialists means they internalize
generative psychogrammars, and it is claimed to be an erapiiaict that they get almost no explicit
evidence about what isot in the language (Brown and Hanlon 1970 is invariably citedupport
this). Contradiction. Gold himself suggested three esoayies from the apparent paradox, shown
in table 4.
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(1) Assume tighter limits on the pre-set grammar class. apesfor example, learners
have an ‘innate’ grasp of some definition of the pre-set granttass that make
it quite small. (Unless the class contains grammars fohalfinite languages and
at least one infinite language, Gold’s most celebrated #maloes not hold.)

[72)

(2) Assume learners get systematic information about veratitin the language (per
haps indirectly, in ways not yet recognized), so that tharenment is of the in-
formant type rather than the text type.

(3) Assume some helpful feature is present in learning enmrents. The ‘no order
restrictions’ assumption might be false: there could bella@gies in the order of
expressions in texts that can support inferences aboutissbagrammatical.

Table 4: Three paths for escaping the Gold paradox

All three of these paths have been subsequently exploret.(Paappealed to generative Essen-
tialists. Chomsky (1981) suggested an extreme restricti@at universal grammar permitted only

finitely many grammars. This claim (for which Chomsky hatldibasis: see Pullum 1983) would

immediately guarantee that not all finite languages are hiynhearnable (there are infinitely many

finite languages, so for most of them there would be no perbtsgrammar). Osherson and We-

instein (1984) even proved that under three fairly plagséggdsumptions about the conditions on
learning, finiteness of the class of languages is necessahatis, a classustbe finite if it is to

be identifiable from text. However, they also proved that thinot sufficient: there are very small

finite classes of languages that awet identifiable from text, so it is logically possible for text-

identification to be impossible even given only a finite numtielanguages (grammars). These
two results show that Chomsky’s approach cannot be the varseer.

Path (2) proposes investigation of children’s input witheye to finding covert sources of
negative evidence. Various psycholinguists have purdusddea; see the article on Language and
Innatenessttp://plato.stanford.edu/entries/innateness-langua ge/ , and
(to cite one example) the results of Chouinard and Clark 3200 hitherto unnoticed sources of
negative evidence in the infant’s linguistic environmesoich as parental corrections.

Path (3) suggests investigating the nature of childrenguistic environments more gener-
ally. Making evidence available to the learner in some fixedeo can certainly alter the pic-
ture quite radically (Gold proved that if some primitivesoesive generator controls the text it
can in effect encode the identity of the target language abah computably enumerable lan-
guages become identifiable from text). It is possible in @ple that limitations on texts (or
on learners’ uptake) might have positive rather than negatffects on learnability (see New-
port 1988; Elman 1993; Rohde and Plaut 1999; and the articlbamguage and Innateness
http://plato.stanford.edu/entries/innateness-langua gel ).

6.2.3 The claimed link to ‘rationalism’ versus ‘empiricism’

Gold’s suggested strategy of restricting the pre-set dageammars has been interpreted by some
as a defense of rationalist rather than empiricist theaidanguage acquisition. For example,
Wexler and Culicover state:
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Empiricist theory allows for a class of sensory or periphpracessing mechanisms by
means of which the organism receives data. In addition, fif@@sm possesses some
set of inductive principles or learning mechanisms. . .Gttlist theory also assumes
that a learner has sensory mechanisms and inductive dasciput rationalist theory
assumes that in addition the learner possesses a rich sehapfes concerning the
general nature of the ability that is to be learned. (Wexter @ulicover 1980: 5)

Wexler and Culicover claim that ‘empiricist’ learning mectsms are both weak and general: not
only are they ‘not related to the learning of any particulaoject matter or cognitive ability’ but
they are not ‘limited to any particular species’. It is of ce@inot surprising that empiricist learning
fails if it is defined in a way that precludes drawing a distioic between the cognitive abilities of
humans and fruit flies.

Equating Gold’s idea of restricting the class of grammais Wie idea of a ‘rationalist’ knowl-
edge acquisition theory, Wexler and Culicover try to drawtha consequences of Gold’s paradigm
for the Essentialist linguistic theory of Chomsky (1965hey show how a very tightly restricted
class of transformational grammars could be regarded &sdentifiable under extremely strong
assumptions (e.g., that all languages have the same inkat@lvn deep structures).

Matthews (1984) follows Wexler and Culicover’s lead andwisa more philosophically ori-
ented moral:

The significance of Gold’s result becomes apparent if onsidens that (i) empiricists
assume that there are no constraints on the class of poksilgigages (besides per-
haps that natural languages be recursively enumerabl&)jinthe learner employs a
maximally powerful learning strategy — there are no str@gthat could accomplish
what that assumed by Gold cannot. These two facts, given€aatdolvability result
for text data, effectively dispose of the empiricist clainat there exists a ‘discovery
procedure’. (1989: 60)

The actual relation of Gold’s results to the empiricisménaalism controversy seems to us
rather different. Gold’s paradigm looks a lot more like anfatization of so-called ‘rationalism’.
The fixed class of candidate hypotheses (grammars) comdspo what is given by universal
grammar — the innate definition of the essential propertiemmguage. What Gold actually
shows, therefore, is not “the plausibility of rationalistnit rather the inadequacy of a huge range
of rationalist theories: under a wide range of differentices of universal grammar, language
acquisition appears to remain impossible.

Moreover, Matthews ignores (as most linguists have) thetemce of large and interesting
classes of languages that are text-identifiable.

Gold’s result, like Putnam'’s earlier one, does show thatréagekind of trial-and-error in-
ductive learning is insufficient to permit learning of arhity environmental regularities. There
has to be some kind of initial bias in the learning procedurm ¢he data. But ‘empiricism’, the
supposed opponent of ‘rationalism’, is not to be equatetd widenial of the existence of learning
biases. No one doubts that humans have inductive biasesudfe Quine again, “Innate biases
and dispositions are the cornerstone of behaviorism, avellieen studied by behaviorists” (1972:
95-96). As Lappin and Shieber (2007) stress, there cannstitdea thing as a learning procedure
(or processing mechanism) with no biases at all.

The biases posited in Emergentist theories of languagasattqn are found, at least in part, in
the non-linguistic social and cognitive bases of human camoation. And the biases of External-
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ist approaches to language acquisition are to be found idiitiebutional and stochastic structure
of the learning input and the multitude of mechanisms that@ss that input and their interactions.
All contemporary approaches to language acquistion haueoadedged Gold's results, but those
results do not by themselves vindicate any one of our thrpeoaghes to the study of language.

Gold’s explicit equation of acquiring a language with idgmbg a generative grammar that ex-
actly generates it naturally makes his work seem relevaget@rative Essentialists (though even
for them, his results do not provide anything like a suffiti@ason for adopting the linguistic na-
tivist position). But another key assumption, that nothabgut the statistical structure of the input
plays a role in the acquisition process, is being questitnyadcreasing numbers of Externalists,
many of whom have used Bayesian modeling to show that thenabs# positive evidence can
function as a powerful source of (indirect) negative evigeriearning can be driven by what is not
found as well as by what is (see e.g. Foraker et al. (2009)).

Most Emergentists simply reject the assumption that wh#¢asned is a generative gram-
mar. They see the acquisition task as a matter of learninddtals of an array of constructions
(roughly, meaning-bearing ways of structurally composimgds or phrases) and how to use them
to communicate. How such learning is accomplished needsa deal of further study, but Gold
did not demonstrate up front that it is impossible.

7 Language evolution

Over the past two decades a large amount of work has been daotapios to which the term
‘language evolution’ is attached, but there are in fact fdigtinct such topics:

(a) the phylogenetic emergence rafn-human communication capacities, systems, and be-
haviors in various animals;

(b) the phylogenetic emergence of uniqgualyman communication capacities, systems, and
behaviors;

(c) the phylogenetic emergence, unique in humans, of thaoigp(or capacities) taevelop,
acquire, and uselanguage;

(d) the course ofiistorical evolution through intergenerational changes in particular langsiage
as they are acquired and used by humans.

7.1 Phylogenetic emergence

Emergentists tend to regard any of the topics (a) —(d) aspatly relevant to the study of lan-
guage evolution. Essentialists tend to focus solely on $ome Essentialists even deny that (a)
and (b) have any relevance to the study of (c); for example:

There is nothing useful to be said about behavior or thougthealevel of abstrac-
tion at which animal and human communication fall togethefHJuman language,

it appears, is based on entirely different principles. Thigink, is an important
point, often overlooked by those who approach language asuaat, biological phe-
nomenon; in particular, it seems rather pointless, fora¢hreasons, to speculate about
the evolution of human language from simpler systems. . o(@ky 1968: 62)
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Other generative Essentialists, like Pinker and Bloom () @6hd Pinker and Jackendoff (2005),
seem open to the view that even the most elemental aspecigiofb) can be directly relevant to
the study of (c). This division among Essentialists reflactvision among their views about the
role of adaptive explanations in the emergence of (b) andaslty (c). For example:

We know very little about what happens whest® neurons are crammed into some-
thing the size of a basketball, with further conditions ire@o by the specific manner
in which this system developed over time. It would be a sa&rietror to suppose
that all properties, or the interesting properties of tlmacitires that evolved, can be
‘explained’ in terms of ‘natural selection’. (Chomsky 1959, quoted by Newmeyer
1998 and Jackendoff 2002)

The view expressed here that all (or even most) interestiogeties of the language faculty are
not adaptations conflicts with the basic explanatory sgsaté evolutionary psychology found in
the neo-Darwinian Essentialist views of Pinker and BloonattBlli-Palmarini (1989), following
Chomsky, adopts a fairly standard Bauplan critique of aataptism. On this view the language
faculty did not originate as an adaptation, but more pldy$ibhay have originally arisen for some
purely architectural or structural reason (perhaps olvérain size, or the sheer duplication of
pre-existing modules), or as a by product of the evolutippaessures” (p. 19), i.e., it is a kind of
Gouldian spandrel.

More recently, some Essentialist-leaning authors hawzteq the view that no analogies and
homologies between animal and human communication areargléo the study of language. For
example, in the context of commenting on Hauser et al. (20@umseh Fitch (2010) claims that
“Although Language, writ large, is unique to our speciesriyarobably most) of the mechanisms
involved in language have analogues or homologues in otfierads.” However, the view that the
investigation of animal communication can shed light on hortanguage is still firmly rejected
by some. For example, Bickerton (2007: 512) asserts thahimg resembling human language
could have developed from prior animal call systems.”

Bickerton fronts the following simple argument for his view

If any adaptation is unique to a species, the selective pretbat drove it must also
be unique to that species; otherwise the adaptation wowiel &ygpeared elsewhere, at
least in rudimentary form. (2007: 514)

Thus, the mere fact that language is unigue to humans isisuaffio rule out monkey and primate

call systems as preadapations for language. But, contk@Bam, a neo-Darwinian like Jackendoff

(2002) appeals to the work of Dunbar (1998), Power (1998);dé&fo (1998) to provide a selec-

tionist story which assumes that cooperation in huntingeree (Pinker and Bloom 1990), and

“*social grooming’ or deception” are selective forces tbaerated on human ancestors to drive
increases in expressive power that distinguishes non-hwm@amunication and human linguistic

capacities and systems.

While generative Essentialists debate among themselvesg #ie plausibility of adaptive ex-
planations for the emergence of essential features of a lmddnguage capacity, Emergentists are
perhaps best characterized as seeking broad evolutioxalgnations of the features of languages
(topic (c)) and communicative capacities (topics (b) andl ¢onceived in non-essentialist, non-
modular ways. And as theorists who are committed to expiaainon-modular views of linguistic
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capacities (topic (c)), the differences and similaritietween (a), (b) are potentially relevant to
(c).

Primatologists like Cheney and Seyfarth, psychologiéts iomasello, anthropologists like
Terrence Deacon, and linguists like Phillip Lieberman shanr interest in investigating the com-
municative, anatomical, and cognitive characteristicsasf-human animals to identify biological
differences between humans, and monkeys and primatese lioltbwing paragraph we discuss
Cheney and Seyfarth (2005) as an example, but we could desily chosen any of a number of
other theorists.

Cheney and Seyfarth (2005) emphasize that non-human gsrhate small, stimulus specific
repetoire of vocal productions that are not “entirely inuttary,” and this contrasts with their “al-
most openended ability to learn novel sound-meaning p§irst49). They also emphasize that
vocalizations in monkeys and apes are used to communidatrenation about the vocalizer, not
to provide information intended to “rectify false beliefsathers or instruct others” (p. 150). Non-
human primate communication consists in the mainly invi@onbroadcasting of the vocalizer’s
current affective state. Moreover, although Cheney andaB#yrecognize that the vervet mon-
key’s celebrated call system (Cheney and Seyfarth 199Qursctionally referential” in context,
their calls have no explicit meaning since they lack “anypmsitional structure”. From this they
conclude that

the communication of non-human animals lacks three festtivat are abundantly
present in the utterances of young children: a rudimentaitityato attribute mental
states different from their own to others, the ability to gexte new words, and lexical
syntax. (2005:151)

By ‘lexical syntax’ Cheney and Seyfarth mean a kind of semsaampositionality of characteristic
vocalizations. If a vocalization (call) were to have lexisgntax, the semantic significance of the
whole would depend on the relation of the structure of pdrtsencall to the structure of what they
signify. The absence of ‘lexical syntax’ in call systemsgesg}s that it is illegitimate to think of
them as having any thing like semantic structure at all.

Despite the rudimentary character of animal communicatystems when compared with hu-
man languages, Cheney and Seyfarth argue that monkeys es@xpbit at least five characteris-
tics that are pre-adaptations for human communication:

(i) their vocalizations are representational;

(i) they have competitive/cooperative relations in whadhances, friendships, and rivalries that
“create selective pressures for the kind of complex, abstranceptual abilities that are
likely to have proceeded the earlier linguistic communarat

(i) because of (ii), their representations of social tielas between individuals and themselves
are hierarchally structured,;

(iv) certain monkeys, e.g. baboons, have open-ended gauerned systems of social knowl-
edge;

(v) their knowledge is propositional.
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Itis, of course, controversial to claim that monkeys have-governed propositional social knowl-
edge systems as claimed in (iv) and (v). But Emergentist®rialists, and Essentialists could all,
in principle, agree that there are both unique characiesisf human communicative capacities
and characteristics of such capacities that are sharedwitthumans. For example, by the age
of one, human infants can use direction of gaze and focust@ftain to infer the referent of a
speaker’s utterance (Baldwin and Moses 1994). By contifaistsort of social referencing capac-
ity in monkeys and apes is rudimentary. This suggests thajermomponent of humans’ capacity
to infer a specific referent is lacking in non-humans.

Disagreements between the approaches might arise ovegthigcance of non-human com-
municative capacities and their relation to uniquely humiaes.

7.2 Historical evolution

We mentioned earlier that both early 20th-century lingosstnonographs and contemporary in-
troductory textbooks include discussions of historicagtiistics, i.e., that branch that studies the
history and prehistory of changes in particular languabes they are related to each other, and
how and why they change.

The last decade has seen two kinds of innovations relatetlitlying changes in particular
languages. One, which we will call ‘linguistic phylogenggncerns the application of stochastic
phylogenetic methods to investigate prehistoric popoileéind language dispersion (Gray and Jor-
dan 2000, Gray 2005, Atkinson and Gray 2006, Gray et al. 200%se methods answer questions
about how members of a family of languages are related to @hen and dispersed throughout a
geographic area. The second, which we will call the effettsamsmission, examines how inter-
preted artificial languages (sets of signifier/signifiedgachange under a range of transmission
conditions (Kirby et al. 2008, Kirby 2001, Hurford 2000),uthproviding evidence about how
the process of transmission affects the characteristspgeagally the structure, of the transmitted
interpreted system.

Linguistic phylogeny Russell Gray and his colleagues have taken powerful phyletgemeth-
ods that were developed by biologists to investigate mddecevolution, and applied them to
linguistic data in order to answer questions about the éwolwf language families. For example,
Gray and Jordan (2000) used a parsimony analysis of a langeidge data set to adjudicate be-
tween competing hypotheses about the speed of the spreasstrtbAesian languages through the
Pacific. More recently, Greenhill et al. (2010) used a Neaghblet analysis to evaluate the relative
rates of change in the typological and lexical features atfanesian and Indo-European. These
results bear on hypotheses about the relative stabilitamjuage types over lexical features of
those languages, and how far back in time that stabilityrelgelf there were highly conserved ty-
pological and lexical features, then it might be possibldémtify relationships between languages
that date beyond the 8000 (plus or minus 2000) year limitihamposed by lexical instability.

Effects of transmission The computational and laboratory experiments of Kirby aisddol-

laborators have shown that under certain conditions otiéer learning, any given set of signi-
fier/signified pairs in which the mapping is initially arlaity will change to exhibit a very general
kind of compositional structure. Iterated learning hasnbstidied in both computational and
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laboratory experiments by means of diffusion chains, seguences of learners. A primary char-
acteristic of such sequences of transmission is that whegnsmitted from learner to learner will
change in an iterated learning environment, in a way tha¢xép on the conditions of transmis-
sion.

The children’s game called ‘Telephone’ in the USA (‘Chin¥gbkispers’ in the UK), provides
an example of diffusion chains under which what is transdits not stable. In a diffusion chain
learning situation what a chain member has actually leafroed an earlier member of the chain
is presented as the input to the next learner, and what taidehas actually learned provides the
input to the following learner. In cases where the initi@ri@ng task is very simple: i.e., where
what is transmitted is both simple, completely transmijttaad the transmission channel is not
noisy, what is transmitted is stable over iterated transimns even in cases when the participants
are young children and chimpanzees (Horner et al. 2006)t iSh#here is little change in what
is transmitted over iterated transmissions. However, sesavhere what is transmitted is only
partially presented, very complex, or the channel is narsn there is a decrease in the fidelity of
what is transmitted across iterations just like there i©ienchildren’s game of Telephone.

What Kirby and colleagues show is that when the initial injoua diffusion chain is a reason-
ably complex set of arbitrary signal/signifier pairs, e.ge @ which 27 complex signals of 6 letters
are randomly assigned to 27 objects varying on dimensiomslof, kind of motion, and shape,
what is transmitted becomes more and more compositionaltevated transmission. Here, ‘com-
positional’ is being used to refer to the high degree to wisigh-strings of the signals come to be
systematically paired with specific phenomenal sub-festof what is signified. The transmission
conditions in these experiments were free of noise, anddon @eration of the learning task only
half of the possible 27 signifier/signified pairs were préserio participants. Under this kind of
transmission bottleneck a high degree of sign/signifiactsiire emerged.

A plausible interpretation of these results is that the tgag structure of the collection of
signs is a consequence of the repeated forced inferencetgipents from 14 signs and signifieds
in the training set to the entire set of 27 pairs. A moral cchddthat iterated forced prediction
of the sign/signified pairs in the entire set, on the basisxpbsure to only about half of them,
induced the development of a systematic, compositionatttre over the course of transmission.
It is reasonable to conjecture that this resulting strecteflects effects of human memory, not a
domain-specific language module — although further work Ildidne required to rule out many
other competing hypotheses.

Thus Kirby and his colleagues focus on something very difiefrom the prerequisites for
language emergence. Linguistic nativists have been stegten how primates like us could have
become capable of acquiring systems with the structuraepties of natural languages. Kirby
and his colleagues (while not denying that human cognitwdugion is of interest) are studying
howlanguages evolve to be capable of being acquired by primkiesis
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