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Abstract

Communicating meaning is a primary goal of everyday language use. One significant puzzle in the study of linguistic comprehension is that the meaning communicated via language often goes beyond an aggregate of word meaning; comprehenders systematically derive pragmatic—as opposed to lexical or semantic—interpretations by leveraging their extralinguistic contextual knowledge. Key to this process is the insight that comprehenders compare what was said against what could have been said—the range of alternative messages and alternative utterances—to enrich their inferences about the speaker’s intention behind a given choice of the linguistic signal. In this article, we offer a conceptual framework for investigating the roles of alternatives and how they are used in comprehension. The case studies we present span multiple levels, with the common thread that their surface forms fail to uniquely disambiguate the underlying meaning: turn-taking, disfluencies, intonational phonology, and pronoun resolution. We discuss Bayesian statistical inference as a possible computational-level approach to rationally combining assumptions about alternative forms and alternative meanings for pragmatic comprehension.
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Human language permits speakers and listeners to communicate information about the state of the world, which includes not only what is believed...
to be true on the part of the speaker but also what is desired or intended as well as counterfactually hypothesized. A fundamental problem in language comprehension arises because speakers do not, and cannot, make explicit every detail of their message. Much is left unsaid, and listeners need to use contextual information (e.g., mutual knowledge, visually available information, prior experiences) to infer the speaker’s intended meaning, given what was explicitly said.

Past research in linguistics and psycholinguistics offers the insight that listeners make principled inferences about speakers’ intentions based on the assumption that a given linguistic output is selected among possible options warranted in context. Let’s take an example (Grice, 1975; Recanati, 1989).

(1) Sam: How many kids do you have?

Nick: Two

In (1), Nick’s answer “Two” usually implies that he has no more or fewer than two children, even though his answer is technically true if he has more than two children.\(^1\) This is explained by positing that listeners expect speakers to be generally truthful and cooperative, providing only necessary and sufficient linguistic information given an intended meaning (Grice, 1975). If instead Nick needs to communicate that he has three children, “Three” would have been more informative, better allowing Sam to infer the intended meaning. In other words, the selection of the word “Two” over “None”, “One”, or “Three” strengthens the interpretation that Nick has exactly two children. In fact, such strengthening of meaning via consideration of the context of alternatives occurs regularly. Consider another example.

(2) Neel Kantha – This is a temple which is dedicated to Lord Shiva. Situated at a height of 1,700 metres, it takes about 4 hours on foot to reach from Rishikesh. (http://www.himalaya2000.com/)

To many of us, this description implies that walking is the only means to access Neel Kantha. You would find the description to be inaccurate or at least misleading if you later learned that buses and cable cars were also available (even though the 4-hour estimate for walking will remain valid). This is because, as in the case of (1), we expect speakers and writers to be

\(^1\)In a semantic analysis, ”Nick has three children” entails ”Nick has two children” because in all possible worlds in which the former is true, the latter is also true.
appropriately informative and not to arbitrarily leave out relevant facts. If there were in fact buses and cable cars, the description should have mentioned the relevant alternative options.

In linguistic theory, *what could have been said*, as opposed to *what was said* is often called an “alternative”. A number of studies have portrayed the ability to derive and enumerate the right set of alternatives as a critical step towards arriving at an intended meaning that is never directly observed (e.g., Degen, 2013; Horn, 1972; Grice, 1975, 1989; Jäger and Franke, 2014; Hirschberg, 1985; Levinson, 2000; Potts, 2005; Sauerland, 2012). A question remains, however, with respect to how various alternatives are evoked and combined to constrain listeners’ inferences. In particular, as we discuss below, previous research does not always make a clear distinction between listeners’ expectations about two levels of alternatives: a) alternative linguistic forms that can be defined at multiple levels of a language’s inventory of phonemes, morphemes, lexical items, and syntactic structures (e.g., using the lexical item “Two” instead of “One” or “Three” in (1)); and b) alternative intended meanings given a context (e.g., Nick having {ZERO, ONE, TWO, THREE, ...} children). In the case of the Neel Kantha example in (2), how is it that listeners compute from the form of the passage (i.e., the mention of how long the journey would take on foot) that there is only one way to the temple (among the context of possible speaker intentions {FOOTPATH ONLY, FOOTPATH OR BUS, FOOTPATH OR BUS OR CABLE CAR, ...})? Here we argue that, to adequately account for listeners’ understanding of speaker intentions, one must avoid conflating these two types of alternatives and instead specify how linguistic comprehension is best understood as a formal inferencing problem.

It turns out to be useful to explain listeners’ inferential decoding in terms of their model of a speaker’s encoding process. In this way, production and comprehension are inherently linked as two interdependent sides of the communication exchange. This approach contrasts with many models in psycholinguistics, where the tendency is to target one phenomenon or one side of the production/comprehension divide—for example, production models (e.g., Bock and Levelt, 1994) may specify sophisticated speech encoding processes whereby speakers select their messages and choose appropriate linguistic forms, but no claims are made about whether comprehenders capitalize on their knowledge of this system in order to decode the linguistic forms they hear; likewise, comprehension models that rely on competition/integration (MacDonald, 1994; Spivey and Tanenhaus, 1998; McRae et al., 1998) char-
acterize a listener who can integrate a wide variety of cues from context, but
the enumeration of that weighted list of cues does not satisfactorily explain
how such cues reflect a speaker’s choices of particular forms and meanings.
In what follows, we elaborate on the notions of alternative forms and mean-
ings, and we show how the two combine in a structured inferential process
that serves to link a number of different phenomena.

1. Two types of alternatives

To convey meaning in a communicative act is to select, as a speaker, an
appropriate form to use. The basic assumption common among many theo-
ries of language production is that speakers begin this process by formulating
their messages (intended meanings) and then selecting linguistic encoding op-
tions offered by the grammar of a given language (surface forms; Bock and
Levelt, 1994). They assemble conceptual elements (e.g., lemmas) and build
structured representations based on syntactic and phonological rules. The
possible phonemes, lexical items, and part-of-speech categories are taken to
be largely fixed for a given language, and the speaker’s choice of an appro-
priate formulation of their intended meaning is a selection out of the set of
available forms. On the other hand, the listeners’ job is often thought of
as reversing this mapping process: They reconstruct the intended meaning
by mapping the observed signal onto increasingly more abstract linguistic
representations.

However, the mapping between meanings and forms is not one-to-one;
ambiguity is rife, both from the reuse of certain forms within the linguistic
system and from the noisy environment in which language is produced and
interpreted. What this means is that a listener who encounters an ambiguous
form can use what they know of the set of possible alternatives to help recover
the speaker’s intention. An ambiguous acoustic element can be mapped to a
nearby phoneme category; a word is expected to map to one of the available
entries in the lexicon; a string of words can be parsed to fit one or more
structures that are licensed by the grammar. At the pragmatic level, this
context of alternatives has been invoked for analyzing words that participate
in scales, along which they are ordered in terms of their evaluative meanings,
likelihoods of occurring, and specificities of descriptions (Horn, 1972). It has
been hypothesized that listeners recover the intended meaning of a word like
“good” by calling to mind a relevant scale (see (3-4)).
Sam: How was your trip to NYC?

Nick: It was good.

BAD $<$ OKAY $<$ GOOD $<$ GREAT $<$ EXCELLENT

A word like “good” is associated with some meaning that is present whenever it is used, namely the meaning NOT BAD and perhaps ABOVE AVERAGE, but it also yields some ambiguity: Its meaning can be associated with any degree of goodness that is not bad (GOOD AND POSSIBLY GREAT AND POSSIBLY EVEN EXCELLENT), or else it can be used to signal a degree of goodness that is not bad but is also no more than good (GOOD BUT NOT GREAT). Given the existence of a scale of alternative meanings like (4) and an ability to reason about cooperative communication (Grice, 1975) (as illustrated in (1) and (2)), a listener who hears something described as “good” is permitted to draw an inference as follows: Had the speaker intended a meaning of GREAT, they would have used that stronger word “great”, but they didn’t, so the speaker’s use of “good” can therefore be enriched to mean GOOD BUT NOT GREAT.

This long-standing approach to the derivation of scalar implicatures has been influential and productive in motivating a great deal of theoretical and empirical work on pragmatic language comprehension. However, it typically sidesteps the questions of where the set of alternative forms comes from and how many there are, problems that have an analogue when one asks what set of candidate meanings a listener must consider. For the interpretation of “good”, the two meanings GOOD AND POSSIBLY GREAT and GOOD BUT NOT GREAT are taken to be equally relevant meanings, and it is a computation involving the context of available forms that allows the listener to decide between them.

But not all intended meanings are equally likely. The activation of, and selection among, alternative meanings has been the purview of an increasing number of psycholinguistic studies that try to pin down how listeners use available cues from the context of the utterance to estimate what meaning the speaker likely intends. Candidate lexical items (and the meanings presumably associated with them) are activated based, for example, on the available objects in a visual scene (Spivey et al., 2005; Altmann and Kamide, 2007), by a primed concept (Neely, 1977), or more generally by appeal to coherence-driven reasoning and real-world knowledge (Hagoort and van Berkum, 2007; Xiang and Kuperberg, 2015; Köhne and Demberg, 2013). From the perspective of incremental and predictive language processing in general, listeners
are posited to assign different weights to candidate lexical items either at the point when they hear a word or even before the word is encountered if they are anticipating how a sentence will continue (Altmann and Kamide, 1999; Brown-Schmidt and Tanenhaus, 2008; Federmeier, 2007; Kuperberg and Jaeger, 2016; Levy, 2008). Much is still unknown about how such parsing and processing behavior might interact with the time-course of derivation of alternatives and pragmatic comprehension based on them.

Another question concerns what representations must be included as members of alternatives. Extant theories often take lexical items as primitives of alternatives. In our daily language use, however, a wider range of elements are often considered and compared against each other. To illustrate, let’s think about another example. Imagine Bob and Sarah are sitting together, and Bob says “I love you”. Now, in a canonical conversational context, Sarah is obliged to respond, indicating whether she reciprocates the sentiment or not. In other words, the two relevant alternative meanings on the table are LOVE and ¬LOVE (“not” Love). (There are probably more subtle variants in between, but let’s stick to those as the two possible states of Sarah’s intentions for the purpose of this discussion.)

As for the relevant forms that Sarah’s response can take, it is easy for her to choose a response if the intention is LOVE: She can simply reuse Bob’s words to utter “I love you too”. It is much harder to select an appropriate response if Bob’s affection is not reciprocated. If Sarah needs to convey ¬LOVE, there are in fact many things besides “I don’t love you” such as “I’m sorry”, “well, actually I was meaning to say…”, “it’s complicated”, etc., some of which could potentially be ambiguous. One can even imagine a situation in which a slight (e.g., less than a second) delay in Sarah’s response would already convey some of the answer, via an inference that if someone’s intended meaning were LOVE, they would probably be less likely to hesitate in generating their response. If alternatives are defined as possible options that the speaker could have produced, these linguistic and non-linguistic options beyond word choice may need to be considered as relevant alternatives.

A main goal of this paper is to propose a conceptual framework of alternatives that can encompass various aspects of language use that contribute to the pragmatic communication of meaning. Here let us introduce our general approach by elaborating on this example of conveying LOVE and ¬LOVE. Figure 1 shows a schematic representation of this generative process—one that will be expanded on for the case studies in the upcoming sections. The intended meaning states LOVE and ¬LOVE are shown to be linked to a set
of possible surface forms, including the aforementioned hesitation (indicated as `<pause>`). In the figure, the strength of the form–meaning links is indicated by the darkness and width of the arrows, so that, for example, “I love you too” is the most likely utterance given that Sarah’s intention is LOVE, whereas “it’s complicated” is much less likely. In the model, every form is potentially associated with both underlying meaning states. This allows some probability (albeit near-zero in some cases) to be assigned to the generation of each of the outputs—speakers in LOVE may sometimes fail to articulate that meaning with the best option, just as speakers in ¬LOVE have been known to say all kinds of misleading or awkward things.

Figure 1: Graphical model of utterance production, showing two underlying meaning states LOVE and ¬LOVE and a sample of possible output forms

Figure 1 drives home the point that there are two distinct levels of alternatives. The first is concerned with alternative intended meanings, represented here with the two black circles. One can think of them as alternatives at the mental state or proposition level, which are abstracted out from any specific linguistic encoding options. The speaker is postulated to be in one of those meaning states amongst the set of alternatives and to then encode that state linguistically. The other level pertains to alternative forms, illustrated here as utterances in speech bubbles. Speakers are taken to select linguistic encoding options (e.g., lexical lemmas, grammatical functions, syntactic constructions, phonological forms, phonetic realizations) that best represent their intended meanings. The listener is in turn tasked with leveraging the produced form to make an inference about the intended meaning. In this
sense, the process is generative.\textsuperscript{2} That is, listeners have a mental model of the process that \textit{generates} the observed linguistic signal. We consider alternative meanings and alternative forms to be variables in this mental model at two different levels: 1) possible meaning options that generate the linguistic signal and 2) possible signals that can be generated by these meanings.

This distinction between alternative intended meanings and alternative forms is not always made salient in a discussion about a conventional scale such as \textsc{good} < \textsc{great} < \textsc{excellent}. This is because the meaning-level alternatives (the concepts of \textsc{good} < \textsc{great} < \textsc{excellent}) and the linguistic level alternatives (the words “good”, “great”, “excellent”) exhibit one-to-one correspondences, at least semantically. However, it is more the norm than the exception in language comprehension that meaning-level alternatives and form-level alternatives yield many-to-many relationships, like the example illustrated in Figure 1. That is, one meaning can be encoded in multiple alternative forms (including an absence of a form, i.e., pause), and one form can be associated with multiple meanings. The listener therefore needs to navigate the resulting uncertainty to arrive at the most likely intended meaning given an observed form.

In what follows, we explore how the listener may infer a speaker’s intended meaning by combining their assumptions about alternative meanings and alternative forms. To do so, we link multiple phenomena not typically analyzed together: filled and unfilled pauses (Section 2), intonational phonology (Section 3), and finally pronoun interpretation (Section 4). Seeing these disparate phenomena as similar requires a new lens, one which formally combines expectations at two different levels of representation. As we mentioned above, much of the previous work that discusses roles of alternatives focuses on those at the level of lexical items (e.g., “good”, “great” vs. “excellent”, or “some” vs. “all”). By departing from these common examples, we aim to illuminate the utility of postulating two levels of alternatives. Unlike the lexical alternatives that have traditionally been examined, some of the alternative forms we discuss (e.g., silence, disfluency) do not have commonly accepted, conventionalized, meanings. Rather, listeners actively need to seek

\textsuperscript{2}Note that the term ‘generative model’ has had a long and multi-sided history in the field. We intend it here in the sense of a mental model of the speaker’s production process that defines how different possible speaker outputs can be \textit{generated}. Generative Grammar as a conceptual framework was built on similar principles, but the specifics of that framework extend far beyond the underlying sense of ‘generative’ intended here.
possible and likely meanings based on their contextual knowledge and infer how a perceptible form (or a lack thereof) might have been produced (generated) among other alternative forms for a particular intended meaning. Most researchers would acknowledge that context has a role to play, but what is new in this approach is the specification of which contextual features affect which linguistic calculations. Our approach uses an inferential architecture that makes specific predictions about what features can be manipulated with what systematic effects on interpretation. Finally, in Section 5, we lay out a computational-level inference framework for combining the listener’s assumptions about alternative meanings and alternative forms.

2. When nothing says something: Roles of alternative forms

Let’s go back to the \textit{love/\neg love} example discussed above. We mentioned the intuition that a delayed onset of a response can bias the listener’s interpretation of the speaker’s state to \textit{\neg love}. How does this interpretation come about?

One important fact about conversation is that contributions from multiple parties are usually very tightly connected, not only in their contents but also in their timing. In a face-to-face conversation between adults, the average gap between two parties’ turns is often 200ms or shorter, with only rare overlap between turns (de Ruiter et al., 2006; Casillas, 2013; Levinson and Torreira, 2015; Stivers et al., 2009). A deviation from this can be registered as too early or too late, as seen in N400 effects, which are normally associated with contextual expectation violation but disappear with abnormally long pauses (Bögels et al., 2015). This strong expectation about when to respond creates an arena for an elaborate dance between conversational partners. The speaker must hold the floor while it is still her turn and signal whether and when to end her turn (Sacks et al., 1974). The listener, on the other hand, needs to plan her own response so as to jump in as soon a transition of turns is indicated. A skilled speaker can take advantage of this strict temporal coordination to achieve discourse functions. A pregnant pause builds up suspense because the longer-than-expected silence (e.g., “Well, I meant to... tell you...”) forces the listener to wait while feeling compelled to pick up a turn and start talking.

This strong pressure for temporal coordination can turn very subtle signs — including ones produced inadvertently — into alternative forms to communicate pragmatically enriched meanings. Studies on speech disfluency have
elegantly explained how this likely occurs. When a speaker experiences difficulty in planning or producing an utterance, her speech may become less fluent. Two main types of disfluencies that have been investigated so far are unfilled pauses (i.e., silence) and filled pauses such as “uh” and “um”. Clark and Fox Tree (2002) were among the first to point out that these disfluencies can be produced and employed by the speaker in a systematic manner, just like any other lexical items. In their account, the speaker produces “uh”s and “um”s before items that are difficult to retrieve or produce such as words that are rarely used or those that have not been introduced into discourse yet (see also Brennan and Schober, 2001; Brennan and Williams, 1995; Clark, 1994; Clark and Wasow, 1998; Fox Tree, 1995; Fox Tree and Clark, 1997; Levelt, 1989; Shriberg, 1996; Smith and Clark, 1993). (For other researchers, the production of unfilled pauses is less strategic and need not be based on the speaker’s conscious decision to signal their production difficulty e.g., Bock, 1987; Barr, 2001; Bortfield et al., 2001; Lake et al., 2011; Oviatt, 1995).

Listeners, on the other hand, evaluate these disfluencies against their expectations about other (alternative) forms of utterances the speaker could produce. Let’s think about the case in which Sarah fails to respond to Bob’s declaration of his love within an expected time window (i.e., <pause>). In this case, the delayed onset is compared against possible alternative forms of production such as those in the speech bubbles in Figure 1. Unlike the case of evaluative adjectives (e.g., “good” vs. “great”) that comprise a lexically defined scale, interpretations of a delayed onset do not depend on a clearly ordered set of alternative forms and their associated semantic meanings. Rather, these alternative meanings are socially and situationally defined: Responses are ordered as positive (affirmative, preferred) and negative (contradictory, dispreferred) in terms of the expectation displayed in the initiating action (Kendrick and Torreira, 2015; Levinson, 1983). An optimally-timed response onset is normally associated with a positive response (e.g., LOVE), and an alternative form is associated with a negative response, one that is socially more costly and therefore potentially more difficult to produce (e.g., ¬LOVE). These situationally evoked and constrained ordering of alternatives (both of forms and meanings) are often discussed as ordered on an “ad-hoc” scale as opposed to a lexically defined scale (Stiller et al., 2015).

Bob’s utterance, “I love you”, thus creates an expectation that the LOVE meaning is the probable and expected meaning for Sarah as well, and if Sarah is to convey that meaning, she should be experiencing no difficulties in doing so. A delayed onset contrasts with that scenario, and thereby trig-
gers an inference that Sarah must be conveying an alternative meaning that causes production difficulties. The basic machinery of that inference can be explained in a similar manner to the case of GOOD < GREAT < EXCELLENT. Observing a given form (e.g., “good”) raises a question about why the speaker did not produce other options (e.g., “great”), which leads to an inference that the meaning of GREAT was probably not warranted.

Now let’s consider the case where Sarah says “well...” or “uh”, which can be taken as her attempt to begin her response (perhaps to avoid inferences associated with a long silence) but to not yet go on record with a committed answer (Fox Tree and Clark, 1997). In a manner similar to what is discussed above for unfilled pauses, these forms are compared against other linguistic items that could be produced in this context. If Sarah were trying to convey the positive, socially more expected meaning (LOVE), there is a form that is readily available (i.e., “I love you, too”). Filled pauses again indicate a deviation from these expected forms, which triggers the inference that Sarah’s attempt to articulate her meaning is causing production difficulty, and such difficulty is often attributed to production of linguistic elements that are new, infrequent, or difficult to articulate (e.g., Arnold et al., 2004; Arnold et al., 2007; Barr and Seyfeddinipur, 2010; Loy et al., 2017). In this case, it likely leads to an inference that Sarah is in a dispreferred meaning state, i.e., ¬LOVE.

Existing studies on comprehension of disfluencies demonstrate that listeners routinely carry out these inferences in their real-time language comprehension (Arnold et al., 2004, 2007; Bögels et al., 2015; Loy et al., 2017; Heller et al., 2015; Corley et al., 2007). Perception of disfluencies can immediately impact their predictive processing, evoking otherwise less probable or expected elements in a current context. These inferences offer an important insight into theories of alternatives in communication of meanings. That is, alternative meanings and forms are not necessarily static representations stored as part of our linguistic knowledge. Rather, they are emergent constructs in context. Listeners derive expectations about possible and likely meanings according to their assumptions about the context, conversational partners and common ground shared with them (Clark, 1996; Clark, 2015), prior linguistic experiences, and what is socially and communicatively licensed and preferred. Similarly, the linguistic signal (as well as an absence of it) is evaluated against contextually-constrained expectations about what linguistic encoding options are more or less likely in the context at hand. This resonates with the past 20 years of psycholinguistic research, suggest-
ing that listeners are constantly predicting upcoming input so as to process the linguistic signal despite its fleeting and ambiguous nature (Altmann and Kamide, 1999; Federmeier, 2007; Brown-Schmidt and Tanenhaus, 2008; Levy, 2008; Kuperberg and Jaeger, 2016).

Recent investigations into real-time processing of filled pauses show that listeners are capable of calibrating their expectations at an incredibly fine-grained scale. As we discussed above, an instance of a disfluency such as “uh” or “um” triggers anticipation for a referent that is new in discourse or hard to label for other reasons. However, when listeners are told that the speaker has object agnosia and thus experiences difficulty naming ordinary objects, they do not show a bias toward objects lacking a conventional name when they hear a speaker’s disfluency (Arnold et al., 2007). A similar effect of an explicit instruction was observed even with young children, who were told that the speaker is particularly forgetful (Orena and White, 2015). Additionally, listeners show sensitivity to the identity of the speaker in determining which objects have already been referred to, with disfluency biasing toward objects that have not been referred to by the particular speaker (Barr and Seyfeddinipur, 2010; Yoon and Brown-Schmidt, 2016). These results suggest that listeners condition their expectations on factors at the speaker level, fine-tuning their inferences about intended meanings given the specificities of the speaker. This likely includes causal reasoning about why the speaker may be producing disfluencies (Heller et al., 2015). An instance of disfluency produced by a non-native speaker does not trigger an inference about the referent’s discourse status or lexical frequency in the same way as when it is produced by a native speaker, as the same assumptions do not hold (Bosker et al., 2014; see also King et al., 2018 for other context-driven adjustments given an alternative explanation for observed disfluency). Similar types of speaker-based calibration are possible for pragmatic interpretations of unfilled pauses. For instance, silence of a given duration (e.g., 600ms) can be considered long for adults but short for young children (Casillas, 2013; Casillas et al., 2016; Stivers et al., 2018) or long in a casual, face-to-face conversation but short in a long-distance phone call. Thus deriving alternative meanings and alternative forms often requires situationally calibrated expectations about interlocutors and their language use, as well as general knowledge about how various meanings are encoded by linguistic alternatives.
3. Intonational phonology: Role of alternative meanings

From the viewpoint of information processing, listeners’ expectations for alternative forms play an important role in most domains of speech comprehension. The speech signal is produced and perceived in the presence of noise, and the same physical signal can be mapped onto different linguistic representations (e.g., phonemes) depending on speakers and situations (Liberman, 1960). Listeners therefore need to integrate multiple sources of information to anticipate which forms are more or less likely to be observed in a given context (Cutler, 2015). For instance, perception of a phoneme (e.g., /b/) occurs through integration of information about other, similarly-sounding, phonemes (e.g., /p/, /d/, /v/), general knowledge of phonology and phonotactics (e.g., /b/ is more frequent than /v/ in English), distributional patterns of acoustic cues over phoneme categories (e.g., voice onset time), as well as contextual information (e.g., the target sound appears in a word “bathtu_”, which makes /b/ more likely than other alternative sounds) (e.g., Clayards et al., 2008; Ganong, 1980; Kleinschmidt and Jaeger, 2015; Kraljic et al., 2008; McMurray and Jongman, 2011; Norris et al., 2000, 2003; Pisoni and Levi, 2007; Samuel, 2001). A number of knowledge sources can thus guide listeners’ expectations about possible and likely alternative forms.

Listeners’ knowledge and expectations for alternative meanings are often discussed as top-down information that constrain their hypotheses about the speaker’s intended forms. The significance of top-down information is best appreciated when alternative forms do not form a closed, easily enumerable class (cf. phonemes). Speech prosody (intonation, in particular) can provide one such case. In English and other languages, stress, accents, and other forms of prosodic emphasis can highlight a linguistic element of importance in semantic and pragmatic communication (e.g., Cruttenden, 1997; Dahan, 2015; Ladd, 2008; Selkirk, 1996). For instance, the utterance “she LOVES you” can be used to convey “she LOVES you, not just LIKES you” while “she loves YOU” can convey “she loves YOU, not SOMEONE ELSE” (Pierrehumbert and Hirschberg, 1990). The speaker can modulate various prosodic cues (e.g., pitch, duration, intensity, loudness) to highlight elements in focus while backgrounding other elements in an utterance. The domain of research that concerns ways in which these different cues are combined to mark different informational statuses is called intonational phonology.

A perennial question in the domain of intonational phonology pertains
to mappings between prosodic cues such as perceived pitch contour and intended meanings. Many researchers have largely agreed that speakers make systematic uses of prosodic cues to mark intonational categories, and these categories indicate how a given linguistic element (e.g., a word) should be interpreted in relation to information and assumptions in context (e.g., Beckman and Pierrehumbert, 1986; Calhoun, 2006; Cutler et al., 1997; Ladd and Morton, 1997; Ladd and Schepman, 2003; Pierrehumbert and Hirschberg, 1990; Watson et al., 2008). For instance, the type of emphasis used to convey the meaning [X, not Y] (e.g., LOVE, not LIKE) is often called a contrastive pitch accent and is analyzed separately from an emphasis that can be used for items that are simply new in discourse (Ito and Speer, 2008; Silverman and Pierrehumbert, 1990; Pierrehumbert, 1980; Pierrehumbert and Hirschberg, 1990; Dilley et al., 2005; Watson et al., 2008; Calhoun, 2004). New information is often introduced with a heightened pitch peak aligned with the stressed syllable of a word (e.g., “Who does she love?” ... “she loves BOB”) as schematically illustrated on the left in Figure 2. The annotation conventions of the ToBI system (Silverman et al., 1992) identifies it as an H* (a high tone aligned with a stressed syllable). On the other hand, the contrastive interpretation (e.g., “Does she love Ted?” ... “No, she loves BOB”) is often conveyed by a pitch accent that includes a low tone and a high tone aligned with the stressed syllable. It is often annotated as an L+H*, as illustrated in the right figure in 2.

Figure 2: New accent vs. contrastive accent (Arvaniti and Garding, 2007)

---

3We must note that even a cursory glance at the literature makes it clear that these categories are far from self-evident. Some frameworks of intonational phonology reject the assumption that there are categories that can be determined on the basis of acoustic properties of speech e.g., (e.g., Xu, 2005). Substantial work has been done to explore efficacies and limitations of proposing a particular inventory of intonational categories (e.g., Dilley et al., 2006, 2012; Wightman, 2002). An exhaustive discussion of such attempts is beyond the scope of the current paper, but we acknowledge the richness of the literature and the fundamental complexity of the topic.
The ease with which a native listener distinguishes these patterns in their acoustic realizations and their associated meanings belies the complexity of the actual processes involved in comprehending intonational meanings. To date, there is little consensus with respect to how listeners distinguish alternative forms, such as those illustrated in Figure (2) as postulated in theories of intonational phonology. A major source of the difficulty is the fact that actual realizations of the forms (i.e., perceptible acoustic cue distributions) are influenced by many other factors (e.g., phonological properties of words, prosodic features of an utterance, speech rate, emotional states of the speaker, individual differences in pitch height and speech rate, dialectal and sociolectal variations), and they are not deterministically mapped onto the theoretically posited intonational categories. Figure 3 plots the distributions of fundamental frequency (F0) and segment duration of items that are either contrastive or new, produced in a naturalistic task environment (Buxó-Lugo et al., 2018). These two cues are chosen because they are often treated as main sources of information used by listeners to distinguish the two meaning categories (Pierrehumbert and Hirschberg, 1990). Actual distributions of these prosodic cues are, however, completely overlapping with each other, making it unlikely that listeners would arrive at one of these two alternative meanings through the acoustic information alone (without any other normalization schemes).

One potential source of information that can be useful is listeners’ expectations about the alternative meanings (Cole et al., 2010; Kurumada et al., 2012; Pierrehumbert and Hirschberg, 1990). In a given conversational context, listeners may have a strong expectation for what types of meanings (e.g., new vs. contrast) will likely be conveyed by the speaker. In the example above, the question “Who does she love?” sets up an expectation that a referent introduced in a following utterance will be new information, whereas “she loves BOB” in response to “does she love Ted?” will likely be interpreted as contrastive. That is, listeners can estimate the relative likelihoods with which various alternative meanings may be expressed in a given discourse context. Such expectations for the meanings may, in turn, shape their expectations as to which alternative forms will be used by the speaker.

Kurumada et al. (under review) tested this prediction, asking how context-driven expectations regarding possible and likely alternative meanings may guide listeners’ pragmatic interpretations of speech. The study used the looks-like-an-X construction, as in (5), which can support two interpretations depending on the intonation contour used. Noun-focus intonation puts
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the emphasis on the final noun (zebra) in (5a) and favors a meaning in which the speaker proffers a guess about the identity of the animal, because the accent placement on the noun works to highlight the relevant set of alternative animals (e.g., “a ZEBRA, not a horse”). On the other hand, contrastive accent on the verb “looks” and the rising intonation at the end of an utterance, as in (5b), can be taken to mean that “it resembles a zebra but it is not one” (Kurumada et al., 2014; Kurumada and Clark, 2016). It has been observed that adult speakers often use such constructions to introduce a new, or less familiar, lexical item in child-directed speech (Clark and Wong, 2002). Perhaps, in the case of (5b), the speaker may be looking at an animal with a zebra-like appearance (Figure 4, right).

(5) a. “it looks like a ZEBRA!” [Noun focus, proffered guess meaning = ZEBRA]
   b. “it LOOKS like a zebra...” [Verb focus, correction meaning = ¬ZEbra]

In a series of experiments, Kurumada et al. manipulated the intonation contour of looks-like-an-X utterances (noun-focus vs. verb-focus) and the discourse context in which those utterances were embedded (bias to GUESS
vs. bias to CORRECTION). In one experiment, they manipulated factors that would affect listeners’ expectations for alternative meanings only. Participants were randomly assigned to an Expert condition or a Non-expert condition. In the Expert condition, participants were presented with a cover story in which the speaker is a kindergarten teacher talking to children (an expert who is in a position to plausibly correct mistaken evaluations). In the Non-expert condition, the speaker was introduced as a 14 year-old girl talking to her friend in a science museum (a non-expert who is in a position to plausibly be proffering a guess). Each condition was accompanied by pictures and a short text describing the situation, as in (6-7).

(6) Expert condition

Today a kindergarten teacher Ms. Jones had a story time with her students. She brought a book with a lot of pictures of different kinds of objects and animals. The children are very excited about this book. Every time she turns a page, somebody asks, “What’s that?”

(7) Non-Expert condition

Today a group of 8th graders went to a natural science museum. Their assignment was to go through different exhibitions and write a journal about what they saw. Catie and Lauren decided to do the assignments together. There were a lot of strange-looking animals and artifacts they had never seen before, and they kept asking each other, “What’s that?”

Participants then heard an identical set of 14 instances of “it looks like an X!” vs. “it LOOKS like an x...” (seven instances each) and provided their
interpretation of the speaker’s intention by selecting one of the following disambiguated statements regarding the speaker’s GUESS, CORRECTION, or uncertainty: a) The speaker is implying “It is an X”, b) The speaker is implying “It is not an X”, and c) The speaker is implying “I’m not sure”. These options were printed in text, in this order, with clickable radio buttons.

Figure 5: Meaning interpretations across focus and expertise conditions, showing the way context-driven expertise bias modulates the effect of form-driven differences between “It looks like an X” and “It LOOKS like an x” (adapted from Kurumada et al., under review)

As expected, there was a main effect of intonation type such that “it LOOKS like an x...” yielded significantly more CORRECTION [It is not an X] interpretations. There was no significant effect of the Expert conditions. Crucially, however, the interaction between the intonation type and Expert condition was significant (see Figure 5). Participants were more likely to interpret the verb-focus intonation as a CORRECTION [It is not an X] when the speaker was presented as an expert (i.e., the kindergarten teacher talking to children), who is likely to know an identity of a referent and correct the listener’s assumption (“it LOOKS like a zebra, but it is not.”). Remember that the audio stimuli presented to participants in the Expert and in the Non-Expert conditions were identical and hence the differences in the interpretations cannot be attributed to the perception of intonational contours (i.e., alternative forms) per se. It is more likely that the preamble and ex-
pectations of the speaker’s knowledge states made the meaning of [it is not an X] more or less likely, which resulted in different interpretations of the physically identical input.

Figure 6: Graphical model of intonation production for “it looks like an X”, showing alternative output forms and alternative underlying meaning states with two conditioning contexts

Figure 6 shows the preferences among possible meanings (conditioned on discourse context) and the preferences among forms (conditioned on intended meaning). Preferences — i.e., favored meanings and their associated forms — are indicated by thicker arrows. These are intended to signal production preferences whereby a teacher is being characterized as more likely to produce the CORRECTION meaning when speaking to students, and a teenager is more likely to produce the GUESS meaning when speaking to a peer. For the choice of forms, we expect the two speakers to possess an equivalent grammar of prosody: A speaker who intends the CORRECTION meaning is posited to favor the “it LOOKS like a zebra” contour, whereas a speaker who intends the GUESS meaning is posited to favor the “it looks like a ZEBRA” tune.4

4It is possible that speakers also differ in their preferences for forms in addition to their preferences for meanings. That is, a school teacher, as compared to a teenager, might be more likely to produce the verb-focus contour (“it LOOKS like a zebra”) when her intended meaning is CORRECTION.
For the listener, the puzzle is how to reverse engineer the likely meaning from the potentially ambiguous tune. The listener encounters, say, an instance of a kindergarten teacher producing “it LOOKS like a zebra”. If the listener’s generative model of the speaker’s production process looks like Figure 6, they are aware that this expert speaker is more likely to intend the CORRECTION meaning and that the CORRECTION meaning is more likely to be realized with verb focus (for similar effects of speaker knowledge, see Bergen and Grodner (2012a)). In contrast, if the listener believes that a non-expert speaker is less likely to intend the CORRECTION meaning, an outcome of their inference is biased against this meaning even with the same preference at the level of choosing the verb-focus contour given the CORRECTION meaning (see the final column of Figure 5). The current framework, as graphically illustrated in Figure 6, can thus capture the long-standing intuition in the field that some of the meanings are a priori more or less probable given the listeners’ knowledge about the context and that an appropriate integration of such expectations sharpens interpretations of intonation contours (Cole et al., 2010; Cole, 2015; Turnbull et al., 2017). Contextually-sensitive weighting of alternative meanings is likely a key to the clear and reliable interpretations listeners can draw from the complex and often ambiguous intonational contours.\(^5\)

Further, when combined with additional computational assumptions, the current approach makes a novel and quantitative prediction as to how these context-based expectations about alternative meanings would influence outcomes of pragmatic interpretations of intonation. Crucially, the current approach posits that listeners’ expectations about possible meanings and possible forms are computed as distinct sets of alternatives, and contextual factors can affect them separately. That is, being in a particular context (e.g., listening to a kindergarten teacher who is talking about animals) affects both listeners’ expectations about what meanings are more or less likely to be

---

\(^5\)Here we assume at least two types of ambiguity. One pertains to purely perceptual ambiguity resulting from noise in the production and comprehension process. The other pertains to ambiguity in mappings between a perceived intonational contour and a more abstract intonational category: As illustrated in Figure 3, the same physical contour can be mapped onto two intonational categories (and their associated meanings). In both cases, we believe, listeners may be navigating the ambiguity by adopting systematic inferences along the lines of what we will propose in Section 5. We thank Alice Turk for pointing out these multi-layered sources of ambiguity.
conveyed (alternative meanings) and how each of the meanings might be linguistically encoded (alternative forms). Previous approaches showed in broad strokes that both of these expectations matter in intonational interpretations, but few could articulate a prediction about how they should be integrated with each other (e.g., Is the relationship additive or interactive?). We come back to this discussion in Section 5 below.

4. Coreference: Combining expectations for meanings and forms

Similar to the discussions of disfluencies and intonation, the interpretation and production of referring expressions offers a parallel window into the two different types of alternatives discussed in this paper. Let us consider the simple example below.

(8) Do you see the guy sitting by the window? He is Bob’s high school friend, Nick.

By referring expression, we mean the speaker’s choice of a nominal expression to linguistically encode a reference to a particular entity (an object or individual or concept or event). For instance, “the guy (sitting by the window)”, “he”, “Bob’s high school friend”, and “Nick” are all referring expressions (alternative forms) that can be used to talk about the same person (an intended meaning). The speaker needs to select an appropriate form depending on linguistic and non-linguistic information available in context to refer to the person. By coreference, we mean instances of two or more referring expressions picking out the same entity within or across utterances. For instance, the speaker of (8) needed to choose a referential form at the outset of the second utterance (“Do you see the guy sitting by the window? □ is...”) to clearly indicate the overlapping identity of the person being talked about. Unlike disfluency or intonational phonology, where the alternatives of form can vary continuously, the choices among referring expressions are discrete. A speaker must choose a form out of the (potentially very large) set of possible referring expressions; for our purposes here we will contrast the behavior of pronouns and names (but see Hemforth et al. (2010) for discussion of reference alternatives at the level of syntactic formulation).

Now let us consider how a listener might process various cases of coreference to identify who the speaker intended to refer to. This might appear trivial when looking only at cases such as (8), where there is only one possibility. However, resolving coreference can be a challenge for a listener when
there are two possible candidates that cannot be distinguished by gender or animacy. Compare the minimal pair (9).

(9) a. John congratulated Bob because he won the race. [he \(\approx\) BOB]
    b. John impressed Bob because he won the race. [he \(\approx\) JOHN]

The sentences in (9a-b) are identical except for the verb in the first clause, yet the preferred interpretation of the pronoun (as indicated in brackets) appears to flip from being coreferent with the OBJECT REFERENT BOB in (9a) to the SUBJECT REFERENT JOHN in (9b). The verbs “congratulate” and “impress” are well-studied members of a set of so-called implicit causality (IC) verbs, which are notable for inducing strong biases regarding the likely individual to whom cause can be attributed and thereby influencing the interpretation of ambiguous pronouns in contexts like (9) (Garvey and Caramazza, 1974; Caramazza et al., 1977; Brown and Fish, 1983; Au, 1986; McKoon et al., 1993; Kehler et al., 2008).

Subject-biased IC verbs (e.g., “impress”, “amaze”, “disappoint”) describe events in which the cause is typically attributed to the referent in subject position; object-biased IC verbs (e.g., “congratulate”, “scold”, “thank”) typically attribute cause to the object. These are not categorical distinctions; it is possible for the subject to be the causally-implicated referent of an object-biased verb and vice versa. Examples (10a-b) show that the cause of a scolding event can be attributed unambiguously either to the object Bob (who did something undesirable) or to the subject John (for his desire to avoid blame). Examples (10c-d) show that both meanings can be formulated using a pronoun.

(10) John scolded Bob because...
    a. ...Bob had been boastful.
    b. ...John was trying to deflect blame from himself.
    c. ...he had been boastful. [he \(\approx\) BOB]
    d. ...he was trying to deflect blame from himself.. [he \(\approx\) JOHN]

A speaker who intends to describe a situation in which it is Bob’s boastfulness that led to the scolding can choose to articulate that meaning with (10a) or (10c); for a situation in which the reason behind the scolding is John’s blame deflection, the choices include (10b) and (10d). A listener who encounters a pronoun (“he”) and wants to recover the intended meaning can
use their generative model of the speaker’s production process to weigh the probability of different alternative coreference meanings (\{JOHN, BOB\}) and the probability of those meanings being articulated with different alternative forms (\{“he”, “John”, “Bob”, ...\}).

In this way, parallels can be drawn with the looks-like-an-X example from Section 3. The possible meanings and the possible forms are different, but the inferential structure is the same. Figure 7 shows a model of a speaker’s production choices. Again there is a contextual factor (here, verb type) which influences which meaning a speaker is more likely to produce (here, re-mention of the SUBJECT vs. OBJECT referent). The speaker conveys such meanings via a choice among various forms (here, pronominal forms vs. names). In Figure 7, the thickness of the arrows again indicates production preferences. IC verbs are depicted as influencing the preference over the re-mention of the SUBJECT and OBJECT referents, and the referent’s SUBJECT/OBJECT status is depicted as influencing the eventual preferred form of reference.

![Figure 7: Graphical model of referring-expression production, showing alternative output forms and alternative underlying meaning states with two conditioning contexts](image)

This latter pronominalization preference is important because it has the power to influence listeners’ interpretations even in contexts where a pronoun is fully ambiguous (i.e., “He” where the available referents are JOHN and...
The preference for speakers to produce pronouns when re-mentioning a subject referent is often taken to reflect, for English, the presumed topicality of the subject (Givón, 1983) combined with an understanding that continued reference to the same topic is best achieved with a pronoun (Ariel, 1990; Grosz et al., 1995; Gundel et al., 1993; Lambrecht, 1994). Evidence for this preference comes generally from observations of a “subject preference” for pronoun coreference (Frederiksen, 1981; Crawley et al., 1990; Gernsbacher and Hargreaves, 1988; Gernsbacher et al., 1989; Järvikivi et al., 2005), and more specifically from production tasks that measure participants’ pronominalization rates (Fukumura and van Gompel, 2010; Rohde and Kehler, 2014). Such production tasks have used IC prompts as in (11) to measure both who participants favor for next mention and what form they prefer to use.

(11) Story-continuation stimuli

For prompts like (11), participants produce more pronouns when the referent is the SUBJECT than when the referent is the OBJECT. Intriguingly, this pattern whereby more pronouns are produced for the subject referent holds even when the subject referent isn’t favored for next mention, as is the case with object-biased IC verbs (Fukumura and van Gompel, 2010; Rohde and Kehler, 2014; Kehler and Rohde, 2018; cf. Rosa and Arnold, 2017, for a comparison with transfer-of-possession verbs). In Rohde and Kehler’s results for subject-biased IC verbs, subject referents were re-mentioned with pronouns quite often (77.5% of the time, compared to a pronominalization rate of 26.6% when the object referent was re-mentioned). What is interesting is that for object-biased IC verbs, it is still the subject referent that is pronominalized at the higher rate (80.8% of the time, compared to a rate of 21.7% for objects). In those cases, subject referents are rarely mentioned in participants’ continuations (due to the semantic bias of the object-biased IC verb), but when they are, they are mentioned with a pronominal referring expression.

Based on this, a listener who encounters an ambiguous pronoun is in a position to consider two sources of biases that are at work in the speaker’s generative production process. First are the biases about who will be mentioned next (i.e., meaning-driven expectations). Subject-biased IC verbs favor upcoming mention of the SUBJECT; object-biased IC verbs favor the OBJECT.
The other bias source pertains to syntactic position. Regardless of the IC verb types, the previous subject is more likely to be mentioned via a pronoun compared to the previous object (i.e., form-driven expectations). The upshot is that comprehenders should use IC cues to inform their meaning-driven expectations about who will be mentioned next before they have encountered any referential form. Then, if they encounter a pronoun, they should update their next-mention expectations in favor of the subject.

This prediction was tested by Rohde and Kehler (2014). They used a story-continuation task that manipulated a contextual cue (subject vs. object biased IC verbs) and the form of the prompt, so that participants saw half the items in a full-stop condition as in (11) and half with a pronoun prompt (as in “John congratulated Bob. He ________”). The results, shown in Figure 8, confirm the predicted patterns: The contextual cue guided participants’ preferences about which meaning should hold (more continuations that mentioned the subject following subject-biased verbs than object-biased verbs), and the form-based cue encouraged participants to update their preferences (more subject continuations when the prompt contained a pronoun than when it was just a full stop). There was no interaction between verb bias and prompt type.

![Figure 8: Coreference choices across verb and prompt types, showing the combination of context-driven IC biases and form-driven prompt differences (adapted from Rohde and Kehler, 2014)](image-url)
Note that, for Rohde and Kehler’s materials, the pronoun itself is fully ambiguous — if the participant wanted to use the pronoun prompt to corefer with, for example, Bob, the causally implicated referent for the object-biased prompt in (11a), they certainly could (and many of them do). However, the mere presence of a pronoun is enough to yield an increase in subject coreference when compared with the rate of subject coreference in the full-stop condition. As Rohde and Kehler note, the results therefore suggest that comprehenders are taking into account both the context-driven expectations over probable meanings as well as their expectations for different forms given those possible meanings, as captured by the causal structure in Figure 7.

Why does this matter? The results that Rohde and Kehler (2014) report matter because they distinguish coreference models that rely on a general notion of prominence from models based on the framework advocated here (i.e., differentiating between prominent meanings and preferred forms). A number of coreference models posit a link between a pronoun and the referent who is most prominent, salient, accessible, in-focus, activated, etc. in a context (e.g., Gundel et al.’s (1993) accessibility hierarchy, Arnold’s (2001) Expectancy Hypothesis, Grosz et al.’s (1995) Centering Theory), but such models cannot explain the difference shown in Figure 8 between the full-stop prompt and the pronoun-prompt. Why would participants not simply use the pronoun in the pronoun prompt to refer to the most prominent referent? In the current framework, this difference can be explained by the assumption that the speaker’s (or writer’s) choice of a referential form out of possible alternatives carries useful information about the intended meaning. Participants’ continuations in the full-stop condition reveal which referent they are treating a priori as more prominent (a reflection likely of a combination of biases dictated by the IC verb or the prominence of the subject as topic or any number of other factors). In contrast, their continuations in the pronoun-prompt condition reveal their expectations as updated by observing the speaker’s choice of a pronoun, which permits them to draw an inference: If the speaker had intended an OBJECT continuation, she would have likely selected an alternative referential form like a name, but she used a pronoun instead and pronouns are commonly used for SUBJECT mentions, so a SUBJECT mention is just that much more likely here. In other words, participants are combining these two sources of biases to reverse-engineer a possible meaning that is most likely to have generated the observed referential form. In the next section we discuss this inference process in detail.
5. Inferences based on alternative forms and meanings: A Bayesian approach

In the various examples discussed in Sections 1-4, we have consistently identified two levels of alternatives: alternative meanings that speakers may be intending to convey and alternative forms that they can select to convey an intended meaning. An important insight to be reiterated here is that listeners’ expectations about these two levels of alternatives can be derived independently. Taking a case of coreference as an example, a listener can a priori assign different probability estimates to different meanings (i.e., discourse referents such as BOB, JOHN, TOM, SARAH, ...) in terms of how likely each of them is to be talked about in a current utterance. These estimates are independent of those the listener can derive for different linguistic expressions (e.g., When the intended meaning is BOB, it can be encoded as “Bob”, “he”, “that guy”, “my neighbor”). In this section we discuss how these two levels of probability estimates might be combined to guide the listener’s inferences.

Among different approaches, here we focus on those that use Bayesian statistics to tackle this problem. Bayesian statistics are used widely to model subjective probability values (or beliefs) accrued and projected by human agents as opposed to objective probabilities of events (Anderson, 1990). The basic idea is that humans have hypotheses (Hs) about true states of the world that are often not directly observable. These are often called prior beliefs. When they observe evidence/data (E), humans evaluate it according to their estimates of the probability of observing E given a particular H. These estimates are called likelihood estimates. For example, continuing with the coreference example, listeners can have multiple hypotheses (Hs) about what an intended referent of a pronoun must be (e.g., BOB, JOHN, TOM, SARAH...). Different Hs are assigned different prior probabilities. When the listener encounters a referential form (e.g., “he”), that constitutes evidence, E. Listeners can derive a likelihood estimate for the piece of evidence given a particular hypothesis (e.g., What’s the likelihood of the speaker producing “he” if the intended meaning was BOB?) Using these two parameters, Bayesian inference computes the posterior probability of the hypothesis given the evidence.

\[
P(H|E) = \frac{P(E|H) \cdot P(H)}{P(E)}
\]

In this notation, P stands for probability. P(H), for example, means the probability assigned to a particular hypothesis. P(E|H) is the probably of a
piece of evidence given a hypothesis. The right side of the equation represents a product of the likelihood estimate (i.e., \( P(E|H) \)) and the prior probability divided by the normalizing constant, \( P(E) \). The denominator \( P(E) \) is included to make sure that the outcome of the inference is proportional to the probability of observing the given evidence. The left hand side of the equation represents the posterior probability of the hypothesis given the data. In the case of the coreference example mentioned above, this represents how likely it is that a given hypothesized meaning (e.g., \( \text{bob} \)) is chosen given an observed referential form (e.g., “he”). This Bayesian approach is precisely that outlined in Kehler et al. (2008) for the coreference patterns as presented in Section 4.

A number of recent studies have applied this basic inference model to language comprehension (Phoneme perception and learning: Feldman and Griffiths, 2009; Sonderegger and Yu, 2010; Norris and McQueen, 2008; Kleinschmidt and Jaeger, 2015; Syntactic parsing: Hale, 2006; Levy, 2008; Pragmatic reasoning: Bergen and Grodner, 2012b; Frank and Goodman, 2012; Goodman and Stuhlmüller, 2013; Jurafsky, 2008; Kehler et al., 2008). In the domain of pragmatic inferences and interpretation, one approach has been called “Rational Speech Act (RSA)” model, in which hypothesized meanings can be computed given an instance of observed form (Frank and Goodman, 2012, 2014).

It is indeed a powerful reasoning framework that yields a wide range of predictions about how listeners derive their pragmatic interpretations of linguistic input. Let us go back to the earlier example where Bob says “I love you” to Sarah and Sarah responds. In this scenario, Bob can posit alternative meanings, which constitute his hypotheses about Sarah’s love (i.e., the distribution \( P(H) \)). He has a model of language production that assigns different probability values to a particular linguistic form given the hypothesis (i.e., \( P(E|H) \)), e.g., What would Sarah say if her meaning state was one of reciprocated love? When Bob observes the linguistic evidence \( E \), he can compute the probability to be assigned to his hypothesis given the observed evidence (i.e., \( P(H|E) \)).

One major strength of this approach lies in its being a principled, mathematical framework that allows researchers to make quantitative predictions.

---

6For those who are interested in this framework, there are a number of informative and accessible papers written from a standpoint of introducing the general reasoning and inference framework to problems related to language processing and acquisition (e.g., Perfors et al., 2011; Sobel et al., 2010; Tenenbaum and Griffiths, 2001).
over outcomes of inferences. Specifically, it can capture two key determining components in the communication of meaning: our beliefs about meanings (e.g., what kinds of intentions/meanings are more likely in a given context) and our model of language (e.g., how a given meaning is mapped onto linguistic encoding options). The Bayesian inference framework provides a systematic approach for how these two knowledge sources might be combined under uncertainty. An advantage of this architecture is that it captures the structured influence of discourse context on pragmatic reasoning about meanings by integrating prior beliefs that are relevant and yet independent of meanings encoded in the linguistic signal. For instance, in the case of the \textsc{love} vs. \textsc{\neg love} example, Bob might \textit{a priori} believe that Sarah is no longer in love with him based on her demeanor or some information he has received from a friend. If the probability of one hypothesis is very high, that prior probability (of, say, \textsc{\neg love}) dominates the outcome of the inference. The prior probability thus represents how likely Bob will infer \textsc{love} or \textsc{\neg love} as an intended meaning in the absence of any linguistic signal from Sarah.

As simple as it may seem, this effect of context on inferred meaning is hard to explain in other traditional accounts of linguistic comprehension. This is because many accounts generally assume that listeners first construct a semantic (or logical) meaning of an utterance from semantic and syntactic elements of an utterance. They then enrich it in consideration of relevant components of context. In the current account, the assumption is reversed. Listeners begin to process the linguistic input based on their expectations about possible and likely meanings in an immediate environment as well as on their life-long experiences with linguistic communication. They expect the speaker to produce a linguistic signal that can meaningfully alter (update) the existing hypotheses about intended meanings. As a result, the same physical linguistic evidence can lead to distinct meanings, depending on which meanings were expected. As was illustrated in the example of the assumed level of expertise in the interpretation of “it looks like an X” (Section 3), inferences about the speaker’s

---

\footnote{We are not proposing that the human brain is necessarily processing information according to the Bayes Rule. Bayesian statistics make no assumptions about memory capacity and metabolic costs for processing information, and often rendered inadequate to capture neural activities. Such an approach, however, offers powerful machinery to make computational level predictions for neural behaviors, and our discussion here also primarily aims to make a computational level prediction for pragmatic inferencing behaviors.}
intended meaning are contingent on a wide variety of contextually-supported assumptions about the speaker (e.g., an expected level of expertise) as well as non-linguistic features of referents (Frank and Goodman, 2012). The current approach provides a conceptual framework for understanding how such meaning-related expectations might affect outcomes of pragmatic inferencing.

This way of reasoning itself is, of course, not at all new. Within computational linguistics, Bayesian approaches have long provided the inferential underpinnings for many Natural Language Processing systems ranging from machine translation (Blunsom et al., 2009) to word segmentation (Goldwater et al., 2009) and other tasks (see reviews in Jurafsky and Martin, 2009, and Cohen, 2016). At its core, a Bayesian NLP system builds a generative model of the observed signal, representing the uncertainty about some underlying parameter. For speech recognition, for example, the observed signal is the acoustic signal. The system works by modeling the set of underlying word sequences that could plausibly yield the encountered speech, estimating the prior probability of those sequences of words and the likelihood that such words would be realized with the acoustic forms encountered.

Closer to home, in the domain of pragmatics, a number of observations have been made about the critical role of conceptual statuses of intended meanings under the terms such as accessibility, salience, topic/focus-hood, or prominence for coreference (Ariel, 1990; Gundel et al., 1993; Chafe, 1974). For instance, it has been demonstrated that a referent’s established salience in a discourse (the probability of a speaker choosing to re-mention it in a subsequent sentence) influences the interpretation of an upcoming pronoun (Arnold, 2001). The current inference framework can correctly predict such “salience” effects by assuming that the semantic factors that influence salience are what lead to a higher prior probability of choosing a given referent for re-mention. It has also been demonstrated that pronominal forms are unique in the frequency of their use when a prominent (subject) entity is being re-mentioned (Grosz et al., 1995; Gordon et al., 1993). The current framework likewise captures this bias in production choices for prominent subjects. The added value of applying the current framework is in being able to pinpoint which factors influence which choice and to thereby move away from underspecified notions of salience and prominence. The factors that influence a speaker’s choice among prominent alternative meanings need not be the same as those that determine prominence for the selection among alternative forms (see Kehler and Rohde (2013) for this argument and the
explanation of how salience effects and pronominalization biases can be accounted for within a Bayesian model). Without this model, the appeal to salience and prominence can become circular: The typical story goes that a speaker produces a pronoun to refer to something salient/prominent; and how do we know that the referent is salient/prominent? Well, we know because that referent can be pronominalized! Therefore, in addition to making specific predictions and being quantitative, the current approach avoids this circularity and avoids the simple descriptive enumeration of referent properties that might contribute to salience and prominence.

Another reason that this inferential approach is powerful is that both the prior probabilities and likelihood estimates can be learned and fine-tuned with respect to various conditioning factors. Intuitively, our expectations about possible intended meanings and possible linguistic forms used to convey these meanings vary across contexts. Imagine that Sarah is a generally very expressive and affectionate person, who says “I love you” to all of her friends. In that case, her saying “I love you” might not qualitatively differ from (others’) saying “I like you”. On the other hand, if Sarah is generally very shy and reserved in the way she expresses her emotions, “I love you” might signal a true declaration of love. In other words, one’s expectations for $P(E|H)$ (e.g., What would the speaker say if the intended meaning is LOVE vs. LIKE?) can be conditioned on the identity of the speaker (i.e., $P(E|H, \text{speaker})$). As a result, the estimates about $P(H|E)$ will also reflect the speaker, where the same linguistic evidence can support different inferences depending who said it. Conversely, the listeners’ estimate about the prior ($P(H)$) may itself vary across listeners since it is not necessarily the case that all individuals across ages and contexts should converge on the same expectations about the messages they hypothesize to be most probable.

The importance of interlocutor identities in linguistic comprehension has been discussed in the long tradition of socio-phonetics (e.g., Drager, 2010b; Labov, 2006; Hay and Drager, 2007). Listeners are sensitive to subtle variations of language use, finding traces of the speaker’s linguistic background and social membership. The knowledge about speakers, in turn, changes the way the linguistic signal is processed. It has been shown, for example, that native listeners’ perception of vowels (diphthongs) can be influenced by the purported origin of the speaker (Canada vs. Detroit, MI; Niedzielski, 1999). Listeners’ perception of /aw/ (e.g., out) or /ay/ (e.g., night) reflects what they expected to hear from a speaker from a particular region. One way to explain this phenomenon is that listeners have different expectations for
acoustic values that count as /aw/ and /ay/ for a given dialect, e.g., P(F1 and F2 values | /aw/, Canadian) vs. P(F1 and F2 values | /aw/, Detroiter). The same input then inferentially supports perception of different sound categories depending on these expectations.

More generally, a growing literature targets the extent to which perceived social group membership affects language comprehension, including in phonological and syntactic processing (Drager, 2010a,b; Staum Casasanto, 2008; Hay et al., 2006; Hanulíková et al., 2012; Hay and Drager, 2010; Warren, 2017). In pragmatic interpretation, too, assumptions about the speaker and her knowledge/intention as well as linguistic traits can have systematic effects on outcomes of inferences. Recently, Kurumada et al. (2017) have provided experimental evidence that native English listeners can adapt their pragmatic interpretations of intonation contours according to distributional characteristics of a given speaker’s production. Based on our approach, we can now envision that similar reasoning might apply to investigations of silence and turn-taking. A pause of 600ms can be perceived as a delay of speech onset, signaling hesitation for a speaker who is generally very eloquent. In other words, P(pause = 600ms | hesitation) can be really high for this speaker. A pause spanning the same amount of time, however, may not be particularly meaningful for another speaker who is generally careful in choosing words and regularly produces long pauses. Thus the approach described above can pinpoint possible loci of such speaker-based adjustment of inferences, which can facilitate accurate inferences about what the speaker meant to communicate.

6. Where next?

As we chronicled in the previous sections, past research has provided a wide variety of observations regarding alternative forms and alternative meanings evoked in communication of meaning. Bayesian statistics offers a principled computational-level account as to how these assumptions and knowledge at different levels of representations might be combined to guide the listener’s inferences about communicated meanings. Challenges remain, however, in predicting and simulating how such inferences may be implemented in real-time language comprehension with a rich set of contextual information. How can speakers and listeners converge on a particular set of alternative forms and meanings among an infinite number of possibilities? Indeed, much is still unknown about how probabilistic knowledge about lin-
guistic forms and meanings is stored and represented. Would it be feasible to assume that human language users, with a finite cognitive and computational capacity, are engaging in the inferences outlined in Section 5? How do human infants become proficient in the types of inferences discussed above? Resolving these problems clearly goes beyond the scope of the current work. Here we highlight what we take to be promising avenues for future research in which the insights laid out in the current paper could contribute to theoretical and empirical advances in existing scientific endeavors.

**Real-time Processing:** As mentioned above, a number of experiments utilize psycholinguistic measurements that are time-locked to the unfolding linguistic signal (e.g., eye-movements, ERP). One of the goals of such studies is to account for the time course of semantic and pragmatic understanding of speech: How do listeners derive contextually-enriched interpretations based on the incoming linguistic signal (Breheny et al., 2013; Degen and Tanenhaus, 2016; Grodner et al., 2010; Huang and Snedeker, 2009, 2011; Van Berkum et al., 1999)? Not all of these studies subscribe to the idea that listeners are actively comparing alternative forms and meanings. It is, in fact, actively debated whether listeners’ moment-by-moment behavior may be compatible with the type of reverse engineering posited under the Bayesian account (Huang and Snedeker, 2018). Regardless of one’s theoretical stance, however, it is important to point out that a typical “Visual World” eye-tracking experiment often presupposes some framework closely related to what we have described here. That is, most eye-tracking studies that use visual referents and linguistic instructions encourage the listener to arrive at alternative (intended) meanings based on visual context as well as to evaluate the incoming linguistic signal with respect to the meaning options.

A classic study conducted by Tanenhaus and his colleagues provides a useful illustration of this (Tanenhaus et al., 1995). Two types of visual scenes were created with four objects each to modulate expectations for alternative intended meanings. In one, listeners saw four distinct object kinds. In the other, they saw two instances of the same object kind (e.g., two apples). In the latter case, a speaker is presumed to be more likely to intend to distinguish the target apple from the distractor apple, whereas she is less likely to do so when there is only one object that can be referred to as “the apple”. In other words, these two scenes altered $P$(Intended meaning = distinguishing two apples). These differing expectations in meanings are associated with expectations about alternative linguistic forms. Listeners
have some likelihood estimates for the probability that the speaker will produce a modifier qualifying the target, such as a post-nominal prepositional phrase i.e., $P(\text{a post-nominal phrase} \mid \text{Intended meaning} = \text{DISTINGUISHING TWO APPLES})$. According to Bayesian inference, the posterior probability of $P(\text{Intended meaning} = \text{DISTINGUISHING TWO APPLES} \mid \text{a post-nominal phrase})$ is higher in the scene with two apples due to the increased prior probability of the meaning.

In the behavioral results, Tanenhaus et al. indeed found that a temporarily ambiguous prepositional phrase “Put the apple on the towel...” is more likely to be interpreted as a post-nominal modifier (i.e., the apple that is on the towel) in the presence of two apples. The same phrase on the towel is more readily interpreted as a destination (i.e., Move the apple so it will be on the towel) when there is only one apple in sight. This study, and a number of others following it, illuminate the possibility that the linguistic input is processed according to the rich backdrop of contextually-constrained expectations about possible and likely forms and meanings (e.g., Sedivy, 2002; Ni et al., 1996; Van Berkum et al., 1999; Papadopoulou and Clahsen, 2006; Brown-Schmidt and Tanenhaus, 2008; Federmeier, 2007).

An outstanding question remains as to whether such an approach can scale to contexts with increased complexity. The majority of visual world eye-tracking studies employ a simple visual context (cf. Brown-Schmidt and Tanenhaus (2008)), and the listener’s goal is to resolve the speaker’s referential intention. In a more naturalistic context, speakers often intend to convey a multitude of referential, communicative, and social meanings. Identifying a set of alternative meanings must encompass many other sources of information. Additionally, speakers avail themselves of a wide variety of linguistic and non-linguistic means to encode their intended meanings. For instance, a unique reference in the scene with two apples in Tanenhaus et al. (1995) can be just as easily achieved by directing eye-gaze or pointing in the direction of one of the apples (in lieu of a post-nominal modifier). Likewise, skilled listeners take into account contextual expectations and task-relevant affordances of possible referents in a scene (Chambers et al., 2002, 2004). Listeners’ successful computation of likelihood estimates for a given linguistic option would therefore be well-placed to take into account a wide variety of options. Furthermore, each speaker may differ in their uses of these different options and combinations of them (Grodner and Sedivy, 2011). Future studies must explore whether and how listeners condition their expectations for alternative forms and meanings on contextual factors including individual
As for the question of how to scale processing models to the potentially infinite set of alternatives (of form and of intended meaning), this is likewise not a new problem. Just as our use of a Bayesian approach echoes its long-standing utility in computational linguistics, cognitive modeling may benefit from a consideration of the strategies in Natural Language Processing domains where pruning the search space is likewise necessary (e.g., syntactic parsing, Vieira and Eisner, 2017). With pruning strategies, the full combinatorial complexity is reined in by eliminating low-probability options. Such pruning in turn may account for the garden-path processing difficulty that comprehenders experience when they struggle to recover a valid but low-probability parse Jurafsky (1996).

**Acquisition of accurate inferencing:** The way of reasoning laid out in the current paper presents a significant question about language learning. How do young children acquire the ability to enumerate appropriate alternative forms and meanings, combining them in a principled manner? In fact, pragmatic comprehension of utterances has often been identified as a domain of significant difficulty for young children (e.g., Braine and Rumain, 1981; Chierchia et al., 2006; Gualmini et al., 2001; Noveck, 2000; Lidz and Musolino, 2002; Papafragou and Tantalou, 2004; Papafragou, 2006; Eskritt et al., 2008), particularly for speaker intentions (e.g., Ackerman, 1981; Ackerman et al., 1990), information status (e.g., Arnold, 2008; Stephens, 2010) and identity of discourse referents (e.g., Surian, 1991). Well after other areas of linguistic abilities become proximal to those of adults, school-aged children continue to fail in pragmatically-enriched interpretations of the linguistic input (e.g., Children older than eight years of age often endorse sentences like “Some elephants have trunks” while adults reject them because “some” implies that there are elephants with no trunk (Noveck, 2000; Smith, 1980)).

---

8 This does not necessarily mean that young children are incapable of making pragmatic inferences. To the contrary, there are a number of descriptive studies that observe that children can take into account the speaker’s (and the agent’s) goals and intentions (Csibra and Gergely, 2009; Meltzoff, 1995; Vouloumanos et al., 2012) and draw contextually-situated meanings (e.g., Akhtar and Tomasello, 1996; Clark and Grossman, 1998; Ochs and Schieffelin, 1979). However, the studies cited here repeatedly found that children’s responses in pragmatically-involved language comprehension tasks deviated from those of adults in experimental environments. This might be due to a mismatch between children’s construals of the experimental tasks and what the tasks are designed to test. When task demands
Understanding the basic mechanisms of adult language comprehension will facilitate the investigation of how a similar process may develop in children. A particularly intriguing possibility is that the slow and protracted pragmatic development may at least partially reflect children and adults’ different assignment of probabilities to alternative forms and meanings due to their diverging linguistic experiences (or even that children are not monitoring for potential alternatives to the same extent as adults; see eye-tracking evidence on awareness of scene ambiguity reported by Rabagliati and Robertson, 2017). If so, outcomes of children’s and adults’ inferences will necessarily be different even if children are endowed with fully-fledged cognitive and computational abilities.

Some recent results suggest that even young language learners are equipped with the basic computational ability to compare alternative forms and meanings in a rational manner (Frank et al., 2009; Endress, 2013; Perfors et al., 2011, 2010). For instance, the manner in which 3- and 4-year-olds form categories reflect inductive biases based on differing prior probabilities of exemplars (Xu and Tenenbaum, 2007). Similar expectations about underlying generative models have been discussed in word learning (Frank et al., 2009), and in syntactic learning (Perfors et al., 2011). Simply put, the generative framework allows learners to use inductive reasoning that supports learning of representations beyond what have been directly observed in the data. Such reasoning is thereby expected to help them effectively bootstrap their linguistic knowledge.

One of the best known examples of such inference may be what is often called Principle of Contrast (Clark, 1987, 1990, 1999, 2009). The basic observation is that children as young as a two years old readily associate an unfamiliar label (e.g., “whisk”) with an unfamiliar object in the presence of two objects differing in familiarity (e.g., a spoon and a whisk). This can be understood as a bias stemming from a competition between alterna-

---

9Principle of Contrast is often contrasted with Mutual Exclusivity (Golinkoff et al., 1992; Markman et al., 2003). Mutual Exclusivity is considered as a normative bias discussed primarily in the domain of novel noun learning. The bias was proposed to explain children’s tendency to maintain one-to-one mapping between a noun and an object. We adopt Principle of Contrast here because we assume that the inference process here involves computation of intended meanings and applies more broadly to lexical classes besides nouns, as proposed by Principle of Contrast.
tive form-meaning mappings. In this case, for the child, the word “spoon” is likely generated when the intended referential meaning is a spoon (i.e., high $P(\text{“spoon” | spoon})$). This proportionally lowers the probability assigned to the speaker’s production of other (alternative) word forms (e.g., low $P(\text{“whisk” | spoon})$), which contributes to a lower posterior probability of $P(\text{spoon | “whisk”})$ and a higher posterior probability of $P(\text{whisk | “whisk”})$. In other words, even though the learner does not yet have any precise likelihood estimate of $P(\text{“whisk” | whisk})$, their assumption that words (forms) generally compete for the same meaning can allow them to make a new form-meaning mapping in context. If, on the other hand, learners were simply tracking one-to-one mappings between forms and meanings (without considering them as alternatives), such mapping would not be readily predictable.

Extending this approach can facilitate our understanding of how children may expand their ability to extract meaning given the linguistic signal. Here we end with an example in the domain of intonational phonology. Preschoolers are generally known to be insensitive to the types of intonational meanings discussed in Section 3, and the ability develops only gradually through their school years (Solan, 1980; Cruttenden, 1985; Cutler and Swinney, 1987; Ito et al., 2013; Wells et al., 2004; Gualmini et al., 2003; Speer and Ito, 2009). Kurumada and Clark (2016), however, found that preschoolers are capable of interpreting “It LOOKS like a zebra...” as ¬zebra as long as they can access an alternative form. In their experiment, four-year-olds were at chance when they only heard the contrast of “It looks like a ZEBRA” (noun-focus) and “It LOOKS like a zebra...” (verb-focus). However, children from the same age group could reliably derive the ¬zebra meaning when the same speaker produced an alternative form “It is a zebra!” to convey the alternative meaning i.e., ZEBRA. The authors consider that the underlying mechanism guiding the children’s inferences can be explained in the same manner as the spoon-whisk example. When the more familiar form “it is a zebra” is used to encode one of the alternative meanings (i.e., ZEBRA), the unfamiliar form “It LOOKS like a zebra...” becomes more likely to encode an alternative meaning available in context. This reasoning may enable young children to construct the form-meaning mapping even before they become capable of drawing the contrastive interpretation through the intonation pattern (i.e., L+H* on the verb and a rising tone at the end) alone. (For a similar finding in understanding of scalar adjectives, see Barner et al. (2011).) Comparing alternatives thus allows learners to leverage inferences to make otherwise
novel mappings between forms and meanings. Alternatives provide a powerful framework that makes it possible for listeners and learners to infer what the speaker must have meant by choosing a linguistic form in context.
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